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As concelved by Chomsky (1965), an

(EM)rguides allearner s selection efia grammar;
When more than ene isicompatible withthe available
InpUL:

Infetherwords, ENMireselves ambiguities betweenithe
E-language 'sample that thelearneris expesed torand
the lzlanguage (grammar) that'he or she will’develop:

QOur CUNY-Computational lLanguage Acquisition Group
(CUNY=ColtAG; co-director Willlam Sakas)has been
examining the types eirambiguities thatlearnersimay
coninent, andithe kinds ofistrategies they: might deploy,
[0/ Cheoese betweenthem.




Real children, real language acquisition




E-children, models of language acquisition




..a theony efflinguistic structure that aims o explanaterny.
adequacy:mustcontain..-arway o evaluating alternative
PrEPESEed grammars.: (ASPEects; p-31)

Choemsky makesiit clear that EMis not required torselect
grammarsithat are really-good in any absoeluie sense.

Allithat'streguirediis:..

(@) that EMibe shared (Universal; innate) in erder that
lEArNELS eEXPOSE (' comparable nputwillimake
comparable grammal; ChoICES;

(b)rthat ElVl; applied to  (typical)inputirom any - human
language, favors the veny grammar choeices that child
learnersimake o thatianguage:



ihe evaluation measure gets hardly;a mention these days.

ltmay indeed play allesserrelernow thaniwas envisaged hack
INVASPECLS, becalse a parametric theory defines a‘finite and
orderly Set ol grammars for learners to'cheese between.

But'some sort off ENMistalmost certainly stilllneeded; because at
any stage duringlearning; there silikely to:be more than'one’set
of parameter values compatible withithetlearnerslimited input
sample.

HoOW doees the learning system make Its choices among all the
multiple candidate grammarns2: (22 for nibinany: parameters.)

Different learning modelsranswer differently; often‘quite unlike
Chomsky s eriginalipropoesaliioraiermal ranking e grammar
complexity. Emphasistnow.Ision
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ThelmiggeningiLearningrAlgenithm (IEAT Gibson & VVexler1994):
©On encountering a novel input/ (fnovel*=not generated by.
G irrent); Shift tera grammar thatdiffers irom Gy rant With reSpect

to'the value offany one parameter; if, on'subsequent testing, 1tis
founditergenerate /.

Thistranks all'grammars thatlicense irand differ by ene
p-valuerirom Gy =i equallyshighs and alliethers totallylow:

The Variational lLearnern (Yang 2000): llest'one grammar at.a
time. Ifit'succeeds; for eachiparameter nudge a pointer(in
memony) toward the successiul p=value: liithe grammarfails;
nudge the poeintersraway. from these p-values.

This gives arich ranking of:grammars, by:aggregating the
success rates ot allitheir P=valtes. (But'.can be slow te converge:)
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Use G - IN'COMbInationwithiinnhate SENIENCe ProCeSsS-
NG reutines terassign  structure teran input sentence.

Ihat is: buildistructure ever an incoming word, terconnect it
INte the grewingiparse tree for the sentence. As adults do:

IIFGL rent PIOVIAEST NGO WA IGNNtEgrate aWordinte the tree;
search UG for a parametenvalue (in'theiorm ofiar treelet:—
examples below) whichrcanill‘that speciiic hole in the tree.

[iFthatiistsuccessiul; adept that parametric treeletinte
G irent- (O INCrEASE IS activationilevel:)

Infcase ofi structurallambiguity, apply:Minimal Attachment,
|"ate €losure, ete. Justiasiadultside:




A child’'staimiis to'understandiwhat people ane saying.

S0, |ustlike’adults; childrenitry te parse the sentences they.
near: Assign structure te:word sthing, = semanticiinterpretn:

Whenra child'siGy =t lICENSES an input; her parsing
routines function exactly as inradult' Sentence processing.

Whenithe'sentenceliesibeyond Gy -, theparsing
MECchanism can Process parnts ofithe ' sentence but not all:
lt'seeks a way to'complete the parse tree. (Notjustyes/no:)

1i6/do’ s, It consultsithe store ofiparametenvalues that UG
makes available; SEeEKIng ene that can selve the problem:

IiFa parameter value 'succeedsiin rescuing the parse, that
means its usefull'Setistadopted (or strengthened).



VWhat a parsing mechanism (adult'er child)'needsiisisome
linkage ol syntactic nedes andbranches iorconnectan
INCOMING WOrdInte the tree structure cunrently being bullt:

fhisiisswhy: CUNY=CollAG takes p-values to be UG-
speciiied’ treelets (Not switch-settings:)

A'treelet Isia sub=structure of larger sentential trees
(typically;underspeciiied 1N 'SeGmMEe rESPECLS):

Example:a PP noedeimmediately dominating a
preposition andiarneminal trace: Indicates a
poSItive Valueriorn the prepoesition=stranding
parameter (Whorareyou talking With: now.?

VS. = @QUuiparessturavec i maintenant?):
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Imagine an Englishilearnerwhoe already knows wWh-movement
but net yet preposition stranding (Sugisakii& Snyder, 2006).

IntEnglish; a prepoesition can have a null(trace) ebject. LLearners
willfene day diScover they need this treelet; te: parse with:
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ERSPIEre compie souventises poulets:
EN: - Peter often countsrhis chickens: Jfg

I ER; the verb moves up out o VE, inte 1ik:
In EN; the lense moyVveSs down onte the Verbiin: ViE:
(See trees — next slides.)

SUppPoSE a childisijust beginning teracquire adverb placement.
She knows what seuyvent /- eften: means but net' new te pesition

ItIn'a sentence.

The ER‘learner can parse as faras: Plerre compte: butis
expecting the objectright afterthe verb: Sershe needs a treelet
that'lets her attach the AdV: soUVventinto the tree between the
verb and the ebject:

AnENflearner expects the verb'to follow the subject. Se'she
needs a treelet that lets her attach the Adyv. often inte the tree

pbetween the subject and the verhb:
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Both children'need artreeletiniwhichitherAdviisileft=
adjoineditorthe VR (because thistadvernb precedes the

ebjectinibothr ER & EN):

Butthistadjunction treeletmustitinside alarger treelet
Whichmakes it pessibleior the Verbiteracquine tense even
though Adv:blocks adjacency. te'the I head of the clause:

UG aliers two different treeletsior achieving this:
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French: Verbraising English: Affix=nepping
(= tense lowering)

Thbar

#°N

Vi[+T]

Adv

V-tracei NP

ihe Erenchilearner needs a treelet that puts: putsk seuvent
after- comptes Only the VerbrRaising treelet:.can doithat:

ihe Englishilearner needs artreelet that puts: oiten: befere

counts: @Only therlins=lewerningtreelet'.can do that: 1



E=by-P-makes maximum use ofitheinformation the input
already. contains. A'parse tree s created; spotlighted forr where
new structure istneeded.

InpuUt guidance: e properties ofiinput'Sentences provide a
SpPECcific word=by=word quide'to'the adoption ofirelevant p=
values. Notime'wasted triying eutarbitranily:chesen p-values:

Unlike trial-and=enrorlearners; Which first pickia grammar: 6n
some other basis; and then find outwhetherit'succeeds or fails:
=by-P can‘find a‘grammar that parses the novel'sentence:

NOfalse adoption of p=values that didn t'contribute to the parse.

S0: LLeanning-by-parsing predicis fasier cConvergence on the
target grammar(confirmedin simulation'studies; €:q:, Fodor,
& Sakas; 2004)andifewer errers of comission: (Snyder; 2007)
enroute to the target.
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ihe challenge for any learneris tolnferi=language’structure
from E-language word strngs. BUlthisiis precisely:whatthe
Sentence parsingrmechanismiis biclogically designea to do;
and dees eveny day foerthe rest eiyourliie:

Ihe parsing mechanism Comes for free It eXIStSIIN any. Case,
andis generally-regardead asiinnate:

SO L.-by-Prequires norspeciiically-aesigned ieanning
mechanismiorlanguage (no'LAD) = noething etherthan s
INherentin therability torpreduce and understanadlianguage.

Thististcompatible withithe eliminative ambitions efirecent
lInQUIStic theony, andievoelutionary speculations:

Alse; a poetential’'seurce ofi third factor INfllencGeS; SINCE the
parser exnibitsteconomy:tendencies; e:q., Minimal’Attach=
ment, Minimal Chain Prnciple; alsoiirequency sensitivity, etc.
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It gIves prienity torgrammars (p=Vvalues) that'the human
language processing routines favoer. s Increases the
chances that allflearnersiwith . comparableinputwillimake

the'same grammar ChoeICeS: SOt mEELS requirement (a): ©

Caniit alsormeet requirement (b): that EVl shouldfaver the
VEry grammar choices that child learners make?

ldentitying the true ElVlicallsiior simulation studiesranad

comparisen with childiianguage development; as by Yang:

BuUt there s’ alse anoether appreoach tortny:

ihe child's ElVifevidently distavers the wrong grammar;
ChOICES IN tNOSE CasEs.

(Whererwreng* = unlike ether child learners; unlikethe adultila:)
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Everyday: structuralfambiguities:

VIiSSIng thiggers: A parameter both effwhese values lack
Unampiguoeus trggers in'seme languages: VWhat choice o
make? Both values cantbe default: (Han; Lidz & Musolino' 2007)

AmBIguity between arsubset grammalr andia 'superset
grammar. lifnegative evidence s lacking; itis essential for
learners toymake subset cholces. But how dees a'learner
Know:Which grammars generate subsets orwhichrothers?

Ambiguity:between peripheral constructions (essentially.
unconstrained) andithe triggers o cone grammalr;
parameters: E.g:,
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A'learner couldraveid ambiguity:enly it could detect ambiguity.

A parallel parsing mechanism could. Compute all'pessible parse-
trees for the sentence, using any. UG-available treelets:
IFthere'ssmore than'ene parse; the ' sentence Is p-ambiguous:.

But'even adultstdon't have the capacity to fully: parallel parse.

\Viore: modestly, within'the'capacity: ofia serial parser: A sentence
IStUnambiguoeusiifithe parser finds ne cheice=poeints in the parse.

Eor satety: Alter a detected choice-point, dornet use the
remainder of the sentence te'set'any further parameters.

But very:wastettul!!Manyinputsiwould berdiscarded due teran
early choeice-point; eveniiitsionly atemporary:ambiguity,
resolvediater E.g. Sue doesn ttknow.  Billi(is:alibrarian):

Conclusion: Evenliitthe language demain dees contain fully:
Unambigueus triggers, the learner may.fall’te spoet them:.
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Aparsingrambiguity, but parametrically-harmless:
(Mrueswellfetal."1999)

IWo correct analyses: In boeth; putthas allocative complement,
and a PP can'modily;arneun: (But'see below!)

Parametrically'ambigueus; couldiinduce error:

wo ' structures withidifferent p=setting implications: +V2 or —\V2.
An English=learning child'whoerguessed V2 would evergenerate

ihististanierror that Englishilearners make rarely irever.
Perhaps itwouldbe blocked by the Minimal Chain Principle:

Nicel'ihe parsers preferences select the saife learning choice.
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Infgarden-path’'sentences; the parser tends to: everookithe
correct analysis; true parsing fails. But allearner may tapinte
UG andifind atreelet'which resolves: the preblemi— but's
WIONg Ior the target language.

Overlooking the relative clause analysis ofi raced" could mis=
trigger the P-value for asyndetic coordination (as/in Spanish):

( )

ihe Early: Closure analysis (intransitive )Is eiten
overlooked. Atchildimight fix it by setting +NullSubj:.

Adultstknew: these aren't legitimate parses. A child doesnit.

<@J course, these examples aren it realistic for childilearning.>
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But parametrically;dangerous ampiguity
can ecceur eventin child=airected Speech:

(MrueswellrSekerinay HillisHtegrp999:)

Adults' & 5 year-elds preferentially parse the first PR as the
destination e pUt. Sein the:box:must modity napkKin.

But what i there'sine napkiniin the box2 Adults seli=correct
= box s destination; sernapkin'must new: be freg location:

But 5=year. olds are less flexible: Seme put frog enrnapkin
andinte the boex. (hisisithe “hepping: errerinalirueswelletalt)

A eI asyndetic coordination!
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Fodoern (1998)wasivaguely optimistic: Nepermanent damageis
done’asiong asip=settinglis aradual’and frequency.SensItive:

Notinstanttrigaersislypically thertncky g-path cases are rare:
And a chilawillfeventually encounter Unampbigueus examples:

SUPPOSE eveny parametrc treelet'thas arlevel eiiactivation'=
therhigherthelevel  thermore aceessIbIeNtIS Tor parsing with:

SUpPpPOSE a treelet'sractivationievel startstlowandis slightly,
Increased eveny timeitisiemployed inia successiul parse:

ihenra wreng treelet duetoranieccasionalimis=parse willlgaimlitte
activation, whiletthercorrect treelet; encountered more often; will
gain mererrebustyandwillfeventually outwelghit<Needsitesting!>
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[fnegative evidencelisilacking, itisiessentialithatlearnersimake
subset choices: Does the ENieniorce this?

EvenifEVIidemandsisubset cholces; how wouldiatlearnner know.
WhHICh grammars generate SUbSets ofi Which others?

[Ftherambiguity istbetween twoevalues ofithe same parameter
(€:g:, obligateny Vst optionalitopicalization), UG couldidesignate
the subset value as the derault: (Manzinif&\Vexler19a7))

HowZ2 SUppese the activation'level efithe default treeletis higher,
than that efithe markedwvalue; atbirth. Sentwillfberused when
eitherwould aoe; seitwilligrew steadily stronger:

OKT Butis thatijust a‘happy aceident?2 Eor all 'subset-superset
parameters!!

Ne. Butiiithe superset value were the strongeronerat birth; that
parameterwoulaneverbe actve —nopreniem!
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VVhen negative evidence IS lacking, learners must make subset
choices. But can the EN enforce this ifia subSset=Superset
relation hoeldstbetween twe 61 more different parameters?.

E.g., XB=scrambling (including wh=XPs)lyields:a
SUPErSEL O Wh=movement.

So EM would pricritize wh-moevement ever scrambling -

However, even inroursimplified CoLAG language domain; oVer
4756 of: subsetrelations between grammars are not predictable
from the subset/ superset values ofiany.single parameter.

How could EMfcope withithese between=parameter ambiguities?

Unclearlfli-ne reliable strategy, this couldresultin' permanently
Inconsistent p-values within'thelanguage community!

But:maybe: the parsers own innate preferences justhappen

o faver the subset treelet. Couldibe! (See next.)
25



Our CollAG constructedlanguage domainhas the parameters:

Each isiitselfa subset-superset parameter. Iihe yields
a Ssuperset. So'the should e the default:

A'sentence withrne'everttopic(e.g., venb=initial) could be
generated by the poesitive value or either parameter. LLearner
MUSE ChoeSE BETWEEN grammars and

(Atconstraintinithe ColtAG demain ferbids both te e pPesItive; a
language IS either subject=oriented or topic=eriented.)

tNUullfyieldsrarsuperset of £Opt;, because +Null permits
‘omission: oliebligateny items while' +@pt does not.

S0 learner must faver +Opt unless/untilfiinds clearn evidence for;
+INUll; +Optlioplis favered by parsing strateqies: It allows no
tepic > preferred by Minimal Chain Pranciple & Aveid EC.
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Broad current consensus: ENVNS not a matter ofiinnate
notational'conventions that faver simpleever complex grammar:
rules; as iniAspects. (ihat deesn it with'parameter-setting.)

Nevertheless; learners face innumerable choices; andthey.
(eventually) cheese correctly =
That's all that's required!

flormodelithis; current psycho-computationalimoedels of syntax
learning favor procedural evaluation measures, based on how
well'they perferminilicensing input SENtENCES.

Here |'have outlined one 'such model. Becaluse it takes
parameter values to be' treelets’,

SImply:"Atchild'sibrainiis notin the'business of evaluating
grammars, bUtisjust deing s best te parse and comprenend
What people are saying. 57
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