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• complex system of states

• provides interesting laboratory for QCD

• production rates influenced by feed-down
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In QCD quarkonia production is a multi-scale problem
perturbative expansions possible at high momenta
non-perturbative effects dominate at low momenta
⇒ test interface of perturbative and non-perturbative QCD
⇒ test models of confinement
⇒ confront lattice QCD calculations to data
⇒ probe deconfined matter in quark-gluon plasma

Introduction

Scales:
quarkonia are non-relativistic bound states
v/c ~ 0.3 - 0.1
several associated energy scales: 
• partonic mass, m
• partonic momenta, p ~ mv
• hadronic mass ~ binding energy ~ mv2

production & decay occur at scale m
binding occurs at scales ~ mv
QCD Lamb shift occurs at scales ~ mv2
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quarkonium is characterized by the heavy-quark bound-state
velocity, v ! 1 (v2 ∼ 0.3 for cc̄, v2 ∼ 0.1 for bb̄, v2 ∼ 0.01
for t t̄) and by a hierarchy of energy scales: the mass m (hard
scale, H), the relative momentum p ∼ mv (soft scale, S), and
the binding energy E ∼ mv2 (ultrasoft scale, US). For en-
ergy scales close to ΛQCD, perturbation theory breaks down
and one has to rely on nonperturbative methods. Regardless,
the nonrelativistic hierarchy of scales,

m # p ∼ 1/r ∼ mv # E ∼ mv2, (9)

where r is the typical distance between the heavy quark and
the heavy antiquark, also persists below the scale ΛQCD.
Since m # ΛQCD, αs(m) ! 1, and phenomena occurring at
the scale m may be always treated perturbatively. The cou-
pling may also be small if mv # ΛQCD and mv2 # ΛQCD,
in which case αs(mv) ! 1 and αs(mv2) ! 1, respectively.
This is likely to happen only for the lowest charmonium and
bottomonium states (see Fig. 31). Direct information on the
radius of the quarkonia systems is not available, and thus the
attribution of some of the lowest bottomonia and charmonia
states to the perturbative or the nonperturbative soft regime
is at the moment still ambiguous. For t t̄ threshold states even
the ultrasoft scale may be considered perturbative.

This hierarchy of nonrelativistic scales separates quarko-
nia [1] from heavy-light mesons, the latter of which are char-
acterized by just two scales: m and ΛQCD [132, 133]. This
makes the theoretical description of quarkonium physics
more complicated. All quarkonium scales get entangled in
a typical amplitude involving a quarkonium observable, as
illustrated in Fig. 32. In particular, quarkonium annihila-
tion and production take place at the scale m, quarkonium
binding takes place at the scale mv (which is the typical
momentum exchanged inside the bound state), while very
low-energy gluons and light quarks (also called ultrasoft de-
grees of freedom) are sufficiently long-lived that a bound

Fig. 31 The strong-coupling constant, αs, at one loop, as a function of
quarkonium radius r , with labels indication approximate values of mv
for Υ (1S), J/ψ , and Υ (2S)

state has time to form and therefore are sensitive to the
scale mv2. Ultrasoft gluons are responsible for phenomena
like the Lamb shift in QCD. The existence of several scales
complicates the calculations. In perturbative calculations of
loop diagrams the different scales get entangled, challenging
our abilities to perform higher-order calculations. In lattice
QCD, the existence of several scales for quarkonium sets re-
quirements on the lattice spacing (a < 1/m) and overall size
(La > 1/(mv2)) that are challenging to our present compu-
tational power.

However, it is precisely the rich structure of separated en-
ergy scales that makes heavy quarkonium particularly well
suited to the study of the confined region of QCD, its inter-
play with perturbative QCD, and of the behavior of the per-
turbation series in QCD: heavy quarkonium is an ideal probe
of confinement and deconfinement. Quarkonia systems with
different radii have varying sensitivities to the Coulombic
and confining interactions, as depicted in Fig. 33. Hence

Fig. 32 Typical scales appearing in a quarkonium annihilation dia-
gram

Fig. 33 Static QQ potential as a function of quarkonium radius r

production / 
decay

binding

ultrasoft: Lamb shift

EPJC (2011) 71

Polarisation measurements → Pietro Faccioli’s talk
Deconfined matter  → Ionut Arsene’s talk
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Colour Singlet Model
meson forms if quarks produced in same ang. mom. state as meson
described e+e− data well
failed to describe high pT TeVatron data but NLO / NNLO* improves description

Colour Octet Model
qqbar produced in colour octet state
singlet state evolves from non-perturbative soft gluon emission 
yields harder pT spectrum & larger production cross section than CSM

Colour Evaporation Model
probability to produce quarkonium state independent of quark colour / spin
production cross section is a fraction of the qqbar production 

Quarkonia probe production mechanisms
many flavours of models:

non-relativistic QCD
Colour Singlet
Colour Octet
Colour Evaporation Model

No model is able to describe all details: rates, polarisations...

Introduction

⇒ QCD formulated as a hierarchy of effective field theories
high energy scales integrated out and matched
Factorisation:
qqbar production ⇔ non perturbative evolution into quarkonium
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0.6 < |y| < 1.2, respectively. The corresponding y(2S) yields are 126 k, 136 k, and 55 k for
|y| < 0.6, 0.6 < |y| < 1.2, and 1.2 < |y| < 1.5, respectively. In each of these |y| ranges, the
analysis is performed in several pT bins, with boundaries at 14, 16, 18, 20, 22, 25, 30, 35, 40, 50,
and 70 GeV for the J/y, and 14, 18, 22, 30, and 50 GeV for the y(2S).

The single-muon detection efficiencies are measured by a tag-and-probe technique [20], using
event samples collected with dedicated triggers enriched in dimuons from J/y decays, where
a muon is combined with a track and the pair is required to have an invariant mass within
the range 2.8–3.4 GeV. The measurement procedure has been validated in the fiducial region
of the analysis with detailed Monte Carlo (MC) simulation studies. The single-muon efficien-
cies are precisely measured and parametrized as a function of pT, in eight |h| bins, to avoid
biases in the angular distributions that could mimic polarization effects. Their uncertainties,
reflecting the statistical precision of the tag-and-probe samples and possible imperfections of
the parametrization, contribute to the systematic uncertainty in the polarization measurement.
At high dimuon pT, when the two decay muons might be emitted relatively close to each other,
the dimuon trigger has a lower efficiency than the simple product of the two single-muon effi-
ciencies. Detailed MC simulations, validated with data collected with single-muon and dimuon
triggers, are used to correct these trigger-induced muon-pair correlations.

3 Extraction of the polarization parameters

For each y(nS) (pT, |y|) bin, the dimuon invariant-mass distribution is fitted, using an un-
binned maximum-likelihood fit, with an exponential function representing the underlying con-
tinuum background and two Crystal Ball (CB) functions [21] representing each peak. The two
CB functions have independent widths, sCB1 and sCB2, to accommodate the changing dimuon
invariant-mass resolution within the rapidity cells, but share the same mean µCB and tail factors
aCB and nCB (the latter fixed to 2.5).
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Figure 1: Dimuon invariant-mass distribution in the J/y (left) and y(2S) (right) regions for an
intermediate pT bin and |y| < 0.6. The vertical lines delimit the signal region (dot-dashed) and
the mass sidebands (dashed). The results of the fits are shown by the solid (signal+background)
and dashed (background only) curves.

Figure 1 shows two fitted dimuon invariant-mass distributions in specific kinematic bins of the
analysis. The dimuon invariant-mass resolution s at the y(nS) masses is evaluated from the
fitted signal shapes, as

p
fCB1 s2

CB1
+ (1 � fCB1) s2

CB2
, where fCB1 is the relative weight of the CB1

function. The pT-integrated values are sJ/y = 21 and 32 MeV for |y| < 0.6 and 0.6 < |y| < 1.2,

J/ψ mass resolution 
σ = 21 MeV for |y|<0.6
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Figure 1. Projections of the fit result for a selected bin in pT and y for (a) the J/ invariant
dimuon mass and (b) t

z

. For the former, the total fitted function is shown (blue solid line) together
with the signal distribution (red dotted line). In the t

z

projection the total fitted function is shown
together with the J/ from b component, the prompt signal, the background and the tail component
due to the association of a J/ candidate with a wrong PV.

rapidity and p

T

bin sizes, respectively. In the case of the J/ ! µ

+

µ

� decay the branching

fraction is well known, B(J/ ! µ

+

µ

�) = (5.94 ± 0.06) ⇥ 10�2 [28], and therefore it is

chosen to quote an absolute cross-section. On the other hand, the dimuon branching

fractions of the ⌥ mesons are known less precisely [28], and therefore, as in ref. [13], the

product of the cross-section times the dimuon branching fraction is given.

The total e�ciency ✏
tot

is the product of the geometric acceptance, the reconstruction

and selection e�ciency and the trigger e�ciency. All e�ciency terms are evaluated using

simulated samples and validated with data-driven techniques in each (p
T

, y) bin.

The procedure to measure the integrated luminosity is described in ref. [39]. For this

analysis a van der Meer scan [40] was performed in April 2012, resulting in a measurement

of the integrated luminosity of 18.4 ± 0.9 pb�1 for the J/ and 50.6 ± 2.5 pb�1 for the

⌥ samples.

4 J/ meson signal

As in the previous studies, prompt J/ mesons are distinguished from J/ from b by means

of the pseudo decay time variable defined as

tz =
(zJ/ � z

PV

)⇥MJ/ 

pz
, (4.1)

where zJ/ and z

PV

are the positions along the beam axis z of the J/ decay vertex and of

the primary vertex refitted after removing the decay muons of the J/ candidate; pz is the

measured J/ momentum in the beam direction and MJ/ is the known J/ mass [28].

The yields of both prompt J/ mesons and J/ from b are determined from a two-

dimensional fit in each (p
T

, y) bin to the distributions of invariant mass and pseudo decay

time of the signal candidates, following the approach described in ref. [12]. The mass

distribution is modelled with a Crystal Ball function [41] for the signal and an exponential

function for the combinatorial background.
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Fig. 1: The dimuon invariant mass spectrum for 2< pt < 3 GeV/c, 0 < |cosθHE|< 0.15, together with the result
of the fit. The contributions of the signal and background are also shown as dashed lines.

and then fitting the corrected angular distributions with the functions shown in Eq. 2. The simulation
includes, for the tracking chambers, a map of dead channels and the residual misalignment of the de-
tection elements and, for the trigger chambers, an evaluation of their efficiency based on data. It also
includes a random misalignment of the tracking detector elements, of the same size of the resolution
obtained by the offline alignment procedure [17]. For both tracking and triggering detectors, the time
variation of the efficiencies during the data taking period was accounted for (see [17] for details). Since
the cosθ - and φ -acceptances are strongly correlated, the acceptance values as a function of one variable
strongly depend on the input distribution used for the other variable. Given the fact that the correct input
distributions are not known a priori, but rather represent the outcome of the data analysis, an iterative
procedure was followed in order to determine them. In the first iteration a flat distribution of the angular
variables (equivalent to a totally unpolarized J/ψ distribution) was adopted to calculate the acceptances.
After correcting the signal with those acceptances, a first determination of the polarization parameters
is performed, and the results are then used in a second determination of the acceptance values. The
procedure is then repeated until convergence is reached, i.e. the extracted polarization parameters do
not vary by more than 0.005 between two successive iterations. This occurs, for this analysis, after at
most three steps. It was also checked that using polarized MC input distributions in the first iteration the
procedure converges towards the same results as in the default, unpolarized, case. Typical Ai× εi values
vary between ∼0.22 (0.05) at low pt and large |cosθ | and ∼0.41 (0.63) at large pt and small |cosθ | for
the HE (CS) frame.

A simultaneous study of the J/ψ polarization variables in several reference frames, as first carried out
in hadroproduction studies by the HERA-B experiment [23], is particularly interesting since consistency
checks on the results can be performed, using combinations of the polarization parameters which are
frame-invariant. In particular we made use of the invariant F = (λθ +3λφ )/(1−λφ ) [21], performing a
simultaneous fit of the |cosθ | and |φ | distributions in the two reference systems and further constraining
the fit by imposing F to be the same in the CS and HE frames. In Fig. 2 we present, as an example, the
result of such a fit relative to the last iteration of the Ai×εi calculation, for 2< pt< 3 GeV/c. The χ2/nd f
values (nd f = 10) are 1.08, 1.00, 1.32 for 2 < pt < 3, 3 < pt < 4 and 4 < pt < 8 GeV/c, respectively,
showing that the quality of the fits is good. Compatible results are obtained when the constraint on F is
released.

In the analysis described so far, the λθφ parameter was implicitly assumed to be zero in the iterative
acceptance calculation. In the one-dimensional approach followed in this analysis λθφ could be estimated
from the data, defining an ad-hoc variable φ̃ which is a function of cosθ and φ and contains λθφ as a
parameter (see [21] for details). In principle, the iterative procedure applied to λθ and λφ determination

396 ATLAS Collaboration / Nuclear Physics B 850 (2011) 387–444

Fig. 4. Invariant mass distributions of reconstructed J/ψ → µ+µ− candidates used in the cross-section analysis, corre-
sponding to an integrated luminosity of 2.2 pb−1. The points are data, and the uncertainties indicated are statistical only.
The solid lines are the result of the fit described in the text. The fitted masses, resolutions and signal candidate yields can
be found in Table 1. The ψ(2S) meson at 3686 MeV was included in the fit.

Table 1
Fitted mass, resolution and yields of J/ψ candidates reconstructed in four J/ψ rapidity bins. All uncertainties quoted
are statistical only. The shift in mass away from the world average in the highest rapidity bin reflects the few-per-mille
uncertainty in the tracking pT scale at the extreme ends of the detector.

J/ψ rapidity range

|y| < 0.75 0.75 < |y| < 1.5 1.5 < |y| < 2.0 2.0 < |y| < 2.4

Signal yield 6710 ± 90 10710 ± 120 9630 ± 130 4130 ± 90
Fitted mass (GeV) 3.096 ± 0.001 3.097 ± 0.001 3.097 ± 0.001 3.109 ± 0.002
Fitted resolution (MeV) 46 ± 1 64 ± 1 84 ± 1 111 ± 2

measurement in each pT –y analysis bin is positioned at the average pT for J/ψ candidates in
that bin. Various tests of the method described above are performed using simulated samples of
known composition, and the number of J/ψ in each analysis bin is successfully recovered within
expectations in all cases.

4.5. Systematic uncertainties

Studies are performed to assess all relevant sources of systematic uncertainty on the mea-
surement of the J/ψ inclusive production cross-section. Sources of uncertainty are listed

LHCb
Muons measured:
2.5 < η < 4.5
pT > ~ 4 GeV
Δp/p = 0.4% - 0.6%
20 μm impact par. resoln

CMS
Muons measured:
|η|<2.4  & pT > 4 GeV
10 μm impact par. resoln

ALICE
Muons measured:
2.5 < η<4  & pT > 0 GeV
J/ψ mass resoln σ = 72 MeV 

ATLAS
Muons measured:
|η|<2.7  & pT >  4 GeV
10 μm impact par. resoln

J/ψ mass resoln 
σ = 46 MeV for |y|<0.75

All four experiments focus quarkonia measurements on muon decay channels
ALICE also has results for electrons |y|<0.9

Experiments
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•High pileup / inst. lumi makes triggering low pT muons very difficult

• Essential for many studies - calibration, alignment, efficiencies etc

• Large samples of J/ψ and Υ now collected

• Extended range of production measurements to high meson pT
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16 The ALICE Collaboration
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Measure J/ψ production in pp collisions
Inclusive production (prompt+non-prompt)

CO+CS NLO predicts pT spectrum well

J/Ψ - Inclusive Production

Alice: PLB 718 (2012) 295-306
Alice: JHEP 11 (2012) 065

Inclusive J/ψ production in pp collisions at
√
s= 2.76 TeV 9
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√s = 2.76 TeV 

 √s = 7  TeV

FONLL model describes b-quark production → decay
to b hadrons → J/ψ

FONLL describes inclusive production well
Also described √s dependence
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Separate prompt from non-prompt production
test production mechanisms

non-prompt: long lived sources eg weak B meson decays
⇒ long exponential tail

prompt: direct QCD production mechanisms
⇒ δ function at t=0

Use pseudo-proper time to separate contributions
 → ATLAS, CMS , ALICE  use transverse decay lengths
 → LHCb uses longitudinal

J/Ψ - Prompt and non-Prompt Production

4 3 Extraction of the polarization parameters

respectively, and sy(nS) = 25, 37, and 48 MeV for |y| < 0.6, 0.6 < |y| < 1.2, and 1.2 < |y| <
1.5, respectively. For each (pT, |y|) bin, the measured mass resolution is used to define a ±3s
signal window around the resonance mass [22], m, as well as two mass sidebands, at lower and
higher masses: from 2.85 GeV to mJ/y � 4sJ/y and from mJ/y + 3.5sJ/y to 3.3 GeV for the J/y; from
3.4 GeV to my(nS) � 4sy(nS) and from my(nS) + 3.5sy(nS) to 4 GeV for the y(2S). The larger gap
in the low-mass sideband definition compared to the high-mass sideband minimizes the signal
contamination induced by the low-mass tail of the signal peaks. The result of the invariant-
mass fit provides the fraction of continuum-background events.

To minimize the fraction of nonprompt charmonia in the polarization measurement, a “prompt-
signal region” is defined using the dimuon pseudo-proper lifetime [23], ` = Lxy · my(nS)/pT,
where Lxy is the transverse decay length in the laboratory frame. The measurement of Lxy
is performed after removing the two muon tracks from the calculation of the primary vertex
position; in the case of events with multiple collision vertices (pileup), we select the one closest
to the direction of the dimuon momentum, extrapolated towards the beam line.

The modelling of the resolution of the pseudo-proper lifetime exploits the per-event uncer-
tainty information provided by the vertex reconstruction algorithm. The prompt-signal com-
ponent is modelled by the resolution function, the nonprompt component by an exponential
decay function convolved with the resolution function, and the continuum-background com-
ponent by the sum of three exponential functions, also convolved with the resolution function.
This composite model describes the data well with a relatively small number of free parame-
ters. The systematic uncertainties induced by the lifetime fit in the polarization measurement
are negligible. Figure 2 shows examples of pseudo-proper-lifetime distributions for dimuons
in the two y(nS) signal regions, together with the results of unbinned maximum-likelihood
fits, performed simultaneously in the signal region and mass sidebands.
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Figure 2: Pseudo-proper-lifetime distribution in the J/y (left) and y(2S) (right) mass regions
for intermediate pT bins and |y| < 0.6. The results of the fits are shown by the solid curve,
representing the sum of three contributions: prompt (dash-dotted), nonprompt (dotted), and
background (dashed).

The prompt-signal regions, dominated by prompt charmonium events, are defined as ±3s`
signal windows around ` = 0, where the lifetime resolution, s`, is measured to be (for the
phase space probed in this analysis) in the range 12–25 µm, improving with increasing dimuon
pT. The fractions of nonprompt charmonium events ( fNP) and continuum-background events
( fB) included in these regions are shown in Fig. 3 versus the dimuon pT, for |y| < 0.6.
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Figure 1. Projections of the fit result for a selected bin in pT and y for (a) the J/ invariant
dimuon mass and (b) t

z

. For the former, the total fitted function is shown (blue solid line) together
with the signal distribution (red dotted line). In the t

z

projection the total fitted function is shown
together with the J/ from b component, the prompt signal, the background and the tail component
due to the association of a J/ candidate with a wrong PV.

rapidity and p

T

bin sizes, respectively. In the case of the J/ ! µ

+

µ

� decay the branching

fraction is well known, B(J/ ! µ

+

µ

�) = (5.94 ± 0.06) ⇥ 10�2 [28], and therefore it is

chosen to quote an absolute cross-section. On the other hand, the dimuon branching

fractions of the ⌥ mesons are known less precisely [28], and therefore, as in ref. [13], the

product of the cross-section times the dimuon branching fraction is given.

The total e�ciency ✏
tot

is the product of the geometric acceptance, the reconstruction

and selection e�ciency and the trigger e�ciency. All e�ciency terms are evaluated using

simulated samples and validated with data-driven techniques in each (p
T

, y) bin.

The procedure to measure the integrated luminosity is described in ref. [39]. For this

analysis a van der Meer scan [40] was performed in April 2012, resulting in a measurement

of the integrated luminosity of 18.4 ± 0.9 pb�1 for the J/ and 50.6 ± 2.5 pb�1 for the

⌥ samples.

4 J/ meson signal

As in the previous studies, prompt J/ mesons are distinguished from J/ from b by means

of the pseudo decay time variable defined as

tz =
(zJ/ � z

PV

)⇥MJ/ 

pz
, (4.1)

where zJ/ and z

PV

are the positions along the beam axis z of the J/ decay vertex and of

the primary vertex refitted after removing the decay muons of the J/ candidate; pz is the

measured J/ momentum in the beam direction and MJ/ is the known J/ mass [28].

The yields of both prompt J/ mesons and J/ from b are determined from a two-

dimensional fit in each (p
T

, y) bin to the distributions of invariant mass and pseudo decay

time of the signal candidates, following the approach described in ref. [12]. The mass

distribution is modelled with a Crystal Ball function [41] for the signal and an exponential

function for the combinatorial background.
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Fig. 1: Invariant mass (left panel) and pseudoproper decay length (right panel) distributions of opposite sign
electron pairs for |yJ/ψ |< 0.9 and p

J/ψ
t > 1.3 GeV/c with superimposed projections of the maximum likelihood fit.

The latter distribution is limited to the J/ψ candidates under the mass peak, i.e. for 2.92< me+e− < 3.16 GeV/c2,
for display purposes only. The χ2 values of these projections are reported for both distributions.

For the background x distribution, FBkg(x), the functional form employed by CDF [1] was used,

FBkg(x) =(1− f+− f−− fsym)Rtype(x)

+

[

f+
λ+

e−x
′/λ+θ(x′)+

f−
λ−

ex
′/λ−θ(−x′)+

fsym
2λsym

e−|x
′|/λsym

]

⊗Rtype(x′ − x),
(9)

where θ(x) is the step function, f+, f− and fsym are the fractions of three components with positive, neg-
ative and symmetric decay length exponential distributions, respectively. The effective parameters λ+,
λ− and λsym, and optionally also the corresponding fractions, were determined, prior to the likelihood fit
maximization, with a fit to the x distribution in the sidebands of the dielectron invariant mass distribu-
tion, defined as the regions 1.8–2.6 and 3.2–5.0 GeV/c2. The introduction of these components is needed
because the background consists also of random combinations of electrons from semi-leptonic decays
of charm and beauty hadrons, which tend to produce positive x values, as well as of other secondary or
mis-reconstructed tracks which contribute both to positive and negative x values. The first term in eq. 9,
proportional to Rtype(x), describes the residual combinatorics of primary particles.

In figure 1 the distributions of the invariant mass and the pseudoproper decay length, the latter restricted
to candidates with 2.92 < me+e− < 3.16 GeV/c2, for opposite-sign electron pairs with pt > 1.3 GeV/c
are shown with superimposed projections of the maximum likelihood fit result.

The value of the fit parameter f ′B provides the fraction of non-prompt J/ψ which were reconstructed.
In principle prompt and non-prompt J/ψ can have different acceptance times efficiency (A× ε) values.
This can happen because of two effects: (i) the A× ε depends on the pt of the J/ψ and prompt and
non-prompt J/ψ have different pt distributions within the considered pt range; (ii) at a given pt, prompt
and non-prompt J/ψ can have different polarization and, therefore, a different acceptance. The fraction
of non-prompt J/ψ , corrected for these effects, was obtained as

fB =

(

1+
1− f ′B
f ′B

·
〈A× ε〉B
〈A× ε〉prompt

)−1
, (10)

where 〈A× ε〉B and 〈A× ε〉prompt are the average acceptance times efficiency values, in the considered
pt range and for the assumed polarization state, of non-prompt and prompt J/ψ , respectively. The accep-
tance times efficiency (A× ε) varies very smoothly with pt and, for unpolarized J/ψ in the pt range from
1.3 to 10 GeV/c, has a minimum of 8% at 2 GeV/c and a broad maximum of 12% at 7 GeV/c [9]. As a
consequence, the 〈A×ε〉 values of prompt and non-prompt J/ψ differ by about 3% only in this integrated
pt range.
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Figure 1. Projections of the fit result for a selected bin in pT and y for (a) the J/ invariant
dimuon mass and (b) t

z

. For the former, the total fitted function is shown (blue solid line) together
with the signal distribution (red dotted line). In the t

z

projection the total fitted function is shown
together with the J/ from b component, the prompt signal, the background and the tail component
due to the association of a J/ candidate with a wrong PV.
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�) = (5.94 ± 0.06) ⇥ 10�2 [28], and therefore it is

chosen to quote an absolute cross-section. On the other hand, the dimuon branching

fractions of the ⌥ mesons are known less precisely [28], and therefore, as in ref. [13], the

product of the cross-section times the dimuon branching fraction is given.
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is the product of the geometric acceptance, the reconstruction

and selection e�ciency and the trigger e�ciency. All e�ciency terms are evaluated using

simulated samples and validated with data-driven techniques in each (p
T

, y) bin.

The procedure to measure the integrated luminosity is described in ref. [39]. For this

analysis a van der Meer scan [40] was performed in April 2012, resulting in a measurement

of the integrated luminosity of 18.4 ± 0.9 pb�1 for the J/ and 50.6 ± 2.5 pb�1 for the

⌥ samples.

4 J/ meson signal

As in the previous studies, prompt J/ mesons are distinguished from J/ from b by means

of the pseudo decay time variable defined as
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, (4.1)

where zJ/ and z

PV

are the positions along the beam axis z of the J/ decay vertex and of

the primary vertex refitted after removing the decay muons of the J/ candidate; pz is the

measured J/ momentum in the beam direction and MJ/ is the known J/ mass [28].

The yields of both prompt J/ mesons and J/ from b are determined from a two-

dimensional fit in each (p
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, y) bin to the distributions of invariant mass and pseudo decay

time of the signal candidates, following the approach described in ref. [12]. The mass

distribution is modelled with a Crystal Ball function [41] for the signal and an exponential

function for the combinatorial background.
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Fig. 10. Non-prompt J/ψ production cross-section as a function of J/ψ transverse momentum, compared to predictions
from FONLL theory. Overlaid is a band representing the variation of the result under spin-alignment variation on the
non-prompt J/ψ component as described in the text. The central value assumes an isotropic polarisation for both prompt
and non-prompt components. The luminosity uncertainty (3.4%) is not shown.

The NLO and NNLO" predictions are overlaid with the ATLAS measurements in Fig. 11
for each rapidity region. The dashed lines represent the central NLO and NNLO" predictions
while the shaded areas show the range of the prediction due to factorisation and renormalisation
scale variation (although the upper band of this uncertainty may not encapsulate the full range of
infrared uncertainties [7]).

The Colour Singlet Model predictions at NNLO" show significant improvement in describing
the pT dependence and normalisation of prompt J/ψ production over NLO, and vast improve-
ment over earlier LO predictions that are compared to Tevatron data, although it is clear that
these predictions still fall short of fully describing the production mechanisms of prompt J/ψ ,
particularly at the highest transverse momenta explored in this analysis. The overall scale of the
central prediction is somewhat low, but these discrepancies are similar in nature to those seen
between NNLO" calculations and ψ(2S) production as measured by CDF [26,27] at lower pT

and centre-of-mass energy and may be attributed to higher order corrections beyond NNLO" that
are still expected to be relatively significant for hidden charm production.

7. Summary

Results are reported on the measurement of the inclusive cross-section of J/ψ → µ+µ− pro-
duction in proton–proton collisions at a collision energy of 7 TeV using the ATLAS detector with

 
J
H
E
P
0
2
(
2
0
1
2
)
0
1
1

 (GeV/c)
T

p
6 7 8 910 20 30 40 50

dy
 (n

b/
(G

eV
/c

))
T

/d
p

y
J/ s2

 d¥
B

 

-210

-110

1

10

210

310

 (GeV/c)
T

p
6 7 8 910 20 30 40 50

dy
 (n

b/
(G

eV
/c

))
T

/d
p

y
J/ s2

 d¥
B

 

-210

-110

1

10

210

310
-1 = 7 TeV  L = 37 pbsCMS  

Luminosity and polarization
uncertainties not shown

, corrected for acceptance-µ +µ Æyprompt J/

625)¥0.0 < |y| < 0.9 (
125)¥0.9 < |y| < 1.2 (
25)¥1.2 < |y| < 1.6 (
5)¥1.6 < |y| < 2.1 (
1)¥2.1 < |y| < 2.4 (

prompt NLO NRQCD

 (GeV/c)
T

p
6 7 8 9 10 20 30

dy
 (n

b/
(G

eV
/c

))
T

/d
p

(2
S

)
y s2

 d¥
B

 

-310

-210

-110

1

10

 (GeV/c)
T

p
6 7 8 9 10 20 30

dy
 (n

b/
(G

eV
/c

))
T

/d
p

(2
S

)
y s2

 d¥
B

 

-310

-210

-110

1

10 -1 = 7 TeV  L = 37 pbsCMS  

Luminosity and polarization
uncertainties not shown

, corrected for acceptance-µ +µ Æ(2S)yprompt 

25)¥0.0 < |y| < 1.2 (
5)¥1.2 < |y| < 1.6 (
1)¥1.6 < |y| < 2.4 (

prompt NLO NRQCD
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measurements have been o↵set by the numerical values given in the legend for easier viewing. The
coloured (dark) bands indicate the theoretical predictions from NRQCD calculations. The lines are
added only for illustrative purposes.
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J/Ψ - Non-Prompt Production
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cross sections in y, pT bins
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• 5 < pT,J/ψ < 70 GeV
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J/ψ spin alignment
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Figure 10. Di↵erential production cross-section for J/ from b (a) as a function of pT in the
fiducial range 2.0 < y < 4.5, and (b) as a function of y in the fiducial range pT < 14 GeV/c. The
FONLL prediction [46, 50] is shown in yellow. The points show the measurements reported in
this analysis.

that this model can produce reliable predictions for the b-hadron cross-section at the higher

energies expected at the LHC.

In figure 12 the cross-sections times dimuon branching fractions for the three ⌥ meson

states are compared to the CSM NLO [7] and NNLO⇤ [9] theoretical predictions as a

function of p
T

. The NNLO* CSM provides a reasonable description of the experimental

data, particularly for the ⌥ (3S) meson, which is expected to be less a↵ected by feed-

down. As for the prompt J/ meson production, the CSM at NLO underestimates the

cross-section by an order of magnitude.

10 Conclusions

The di↵erential production cross-sections for J/ and ⌥ mesons are measured as a function

of p
T

and y in the forward region, 2.0 < y < 4.5. The analysis is based on a data sample,

corresponding to an integrated luminosity of 18 pb�1 and 51 pb�1 for the J/ and ⌥
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Figure 3. Di↵erential production cross-section for (a) prompt J/ mesons and (b) J/ from b as a
function of pT in bins of y. It is assumed that prompt J/ mesons are produced unpolarised. The
errors are the quadratic sums of the statistical and systematic uncertainties.

tables 4 and 5, respectively, and are displayed in figure 3. The integrated cross-section for

prompt J/ meson production in the defined fiducial region, summing over all bins of the

analysis, is

� (prompt J/ , p

T

< 14 GeV/c, 2.0 < y < 4.5) = 10.94± 0.02± 0.79µb,

where the first uncertainty is statistical and the second is systematic, computed taking

correlations into account. The integrated cross-section for the production of J/ from b in

the same fiducial region is

� (J/ from b, p

T

< 14 GeV/c, 2.0 < y < 4.5) = 1.28± 0.01± 0.11µb.

The total bb production cross-section is computed as

�(pp ! bbX) = ↵

4⇡
� (J/ from b, p

T

< 14 GeV/c, 2.0 < y < 4.5)

2B(b ! J/ X)
, (7.1)
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J/Ψ - Non-Prompt Production

J/Ψ -

LHCb measures forward high rapidity region
• 2.0 < y < 4.5
• 0 < pT,J/ψ < 50 GeV
•√s = 8 TeV

At higher y observe increased suppression at high pT

non-prompt J/ψ agrees well with FONLL
Large uncertainties on prediction

LHCb: JHEP 06 (2013) 064
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Figure 3. Di↵erential production cross-section for (a) prompt J/ mesons and (b) J/ from b as a
function of pT in bins of y. It is assumed that prompt J/ mesons are produced unpolarised. The
errors are the quadratic sums of the statistical and systematic uncertainties.

tables 4 and 5, respectively, and are displayed in figure 3. The integrated cross-section for

prompt J/ meson production in the defined fiducial region, summing over all bins of the

analysis, is

� (prompt J/ , p

T

< 14 GeV/c, 2.0 < y < 4.5) = 10.94± 0.02± 0.79µb,

where the first uncertainty is statistical and the second is systematic, computed taking

correlations into account. The integrated cross-section for the production of J/ from b in

the same fiducial region is

� (J/ from b, p

T

< 14 GeV/c, 2.0 < y < 4.5) = 1.28± 0.01± 0.11µb.

The total bb production cross-section is computed as

�(pp ! bbX) = ↵

4⇡
� (J/ from b, p

T

< 14 GeV/c, 2.0 < y < 4.5)

2B(b ! J/ X)
, (7.1)

– 8 –

LHCb: JHEP 06 (2013) 064
Alice: JHEP 1211 (2012) 065

Prompt J/ψ and beauty hadron production at mid-rapidity in pp collisions at
√
s=7 TeV 13
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Fig. 4: dσprompt J/ψ
dptdy as a function of pt compared to results from ATLAS [8] and CMS [10] at mid-rapidity (left panel)

and to theoretical calculations [12–14] (right panel). The error bars represent the quadratic sum of the statistical
and systematic uncertainties.

0.5 < µR/mt < 2, with the constraint 0.5 < µF/µR < 2, where mt =
√

p2
t +m2

b. The beauty quark mass
was varied within 4.5 < mb < 5.0 GeV/c2.

The same FONLL calculations were used to extrapolate the cross section of non-prompt J/ψ down to
pt equal to zero. The extrapolation factor, which is equal to 1.212+0.016

−0.038, was computed as the ratio of
the cross section for pJ/ψ

t > 0 and |yJ/ψ | < 0.9 to that in the measured region (pJ/ψ
t > 1.3 GeV/c and

|yJ/ψ | < 0.9). Using the PYTHIA event generator with Perugia-0 tuning instead of FONLL provides
an extrapolation factor of 1.156. The measured cross section corresponds thus to about 80% of the
pt-integrated cross section at mid-rapidity. Dividing by the rapidity range Δy= 1.8 one obtains

dσJ/ψ←hB

dy
= 0.98±0.26(stat.)+0.18

−0.22 (syst.)+0.01
−0.03 (extr.) µb.

In figure 6 this measurement is plotted together with the LHCb [7] and CMS [6] data at forward rapidity.
For CMS the values for 1.2 < |y| < 1.6 and 1.6 < |y| < 2.4 were obtained by integrating the published
d2σJ/ψ←hB/dptdy data [6]; the value for 1.2 < |y|< 1.6 was also extrapolated from pmin

t = 2.0 GeV/c to
pt = 0, with the approach based on the FONLL calculations as previously described. The extrapolation
uncertainties are shown in figure 6 as the slashed areas. The central FONLL prediction and its uncertainty
band are also shown. A good agreement between data and theory is observed.

A similar procedure was used to derive the b b quark-pair production cross section

dσb b
dy

=
dσ theory

b b
dy

×
σJ/ψ←hB(p

J/ψ
t > 1.3GeV/c, |yJ/ψ |< 0.9)

σ theory
J/ψ←hB

(pJ/ψ
t > 1.3GeV/c, |yJ/ψ |< 0.9)

, (12)

where the average branching fraction of inclusive b-hadron decays to J/ψ measured at LEP [44–46],
BR(hb→ J/ψ+X) = (1.16±0.10)%, was used in the computation of σ theory

J/ψ←hB
. The extrapolation with

the FONLL calculations provides

dσb b
dy

= 43±11(stat.)+9
−10(syst.)+0.6

−1.5(extr.) µb.

Prompt J/Ψ

Good agreement between experiments High pT prompt production cross section is suppressed as
y increases
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418 ATLAS Collaboration / Nuclear Physics B 850 (2011) 387–444

Fig. 11. Prompt J/ψ production cross-section as a function of J/ψ transverse momentum in the four rapidity bins.
Overlaid is a band representing the variation of the result under various spin-alignment scenarios (see text) representing
a theoretical uncertainty on the prompt component. Predictions from NLO and NNLO" calculations, and the Colour
Evaporation Model are overlaid. The luminosity uncertainty (3.4%) is not shown.

Table 13
Prompt J/ψ production cross-sections as a function of J/ψ pT for 1.5 < |y|J/ψ < 2. The central value assumes unpo-
larised (λθ = 0) prompt and non-prompt production, and the spin-alignment envelope spans the range of possible prompt
cross-sections under various polarisation hypotheses. The first quoted uncertainty is statistical, the second uncertainty is
systematic. Comparison is made to the Colour Evaporation Model prediction.

pT

(GeV)
〈pT 〉
(GeV)

d2σprompt

dpT dy · Br(J/ψ → µ+µ−) [nb/GeV] 1.5 < |y| < 2

Value ±(stat.) ±(syst.) ±(spin) CEM prediction

1.0–4.0 2.8 129 ±22 ±25
35 ±246

35 43

4.0–5.0 4.5 31.1 ±4.6 ±4.5
4.5 ±54.7

7.7 17.7

5.0–5.5 5.2 13.8 ±2.7 ±3.4
3.2 ±13.5

3.2 10.0

5.5–6.0 5.7 11.8 ±1.1 ±1.5
1.5 ±11.6

2.6 6.7

6.0–6.5 6.3 10.5 ±0.9 ±1.2
1.1 ±8.2

2.2 4.8

6.5–7.0 6.8 6.9 ±0.5 ±1.0
1.0 ±4.2

1.6 3.4

7.0–7.5 7.2 5.1 ±0.4 ±0.7
0.7 ±2.5

1.2 2.6

7.5–8.0 7.7 4.0 ±0.3 ±0.5
0.4 ±1.8

0.7 1.9

8.0–8.5 8.3 3.0 ±0.2 ±0.3
0.3 ±1.2

0.4 1.5
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Prompt J/ψ agrees well 
with NLO NRQCD (octet)

NLO CSM underestimates by
~ factor 10 or more

NNLO* CSM is better but still 
fails to describe pT spectrum

CEM unable to describe 
complete pT spectrum 

Prompt J/Ψ

CMS: JHEP 02 (2012) 011
ATLAS: NPB 850 (2011) 387
LHCb: JHEP 06 (2013) 064

ψ(2s)

J/ψ
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Charmonium Production Ψ(2S)

•New result from ALICE on forward ψ(2S) production

•Good agreement with LHCb - prompt production

• Ratio to J/ψ production is ~1% increases at higher pT
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Figure 14: Measured di↵erential cross-sections (a) and ratios of the predicted to measured di↵erential cross-sections (b) for prompt  (2S) production
as a function of  (2S) transverse momentum for three  (2S) rapidity intervals with comparison to theoretical predictions in the ATLAS fiducial region.
The data points are at the weighted mean of the pT distribution in each pT interval, indicated by the horizontal error bars, and the vertical error bars
represent the total statistical and systematic uncertainty (see Figure 10).

20

(2S) transverse momentum [GeV]ψ
10 20 30 40 50 60 210

/d
y 

[n
b

/G
e

V
]

T
/d

p
(2

S
)

ψ σ
2

 d⋅)- π
+ π

) - µ
+ µ

→(
ψ

J/
→

(2
S

)
ψ

B
r(

-710

-610

-510

-410

-310

-210

-110

1

10

210

310

410 (2S) dataψNon-prompt 

)410×|y|<0.75 (

)210×0.75< |y|<1.5 (

1.5< |y|<2.0

NLO

FONLL

with FONLL fragmentation

ATLAS Preliminary

-1
 Ldt=2.1fb∫=7 TeV, s

(a) Cross-sections

10 20 30 40 50 60 70 80 90 210

T
h

e
o

ry
/D

a
ta

0

2

4

6 (2S) data: |y|<0.75ψNon-prompt 

NLO

FONLL

with FONLL fragmentation

10 20 30 40 50 60 70 80 90 210

T
h

e
o

ry
/D

a
ta

0

2

4

6 (2S) data: 0.75<|y|<1.5ψNon-prompt 

(2S) transverse momentum [GeV]ψ
10 20 30 40 50 60 70 80 90 210

T
h
e
o
ry

/D
a
ta

0

2

4

6
(2S) data: 1.5<|y|<2.0ψNon-prompt 

ATLAS Preliminary
-1

 Ldt=2.1fb∫=7 TeV, s

(b) Theory/Data ratio

Figure 15: Measured di↵erential cross-sections (a) and ratios of the predicted to measured di↵erential cross-sections (b) for non-prompt  (2S) produc-
tion as a function of  (2S) transverse momentum for three  (2S) rapidity intervals with comparison to theoretical predictions in the ATLAS fiducial
region. The data points are at the weighted mean of the pT distribution in each pT interval, indicated by the horizontal error bars, and the vertical error
bars represent the total statistical and systematic uncertainty (see Figure 11).
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Charmonium Production Ψ(2S)

ATLAS CONF (2013) 094

New result from ATLAS - prompt and non-prompt production of ψ(2s) → J/ψ + ππ
↳ J/ψ → μμpT < 100

|y| < 2

Prompt production has no significant feed-down: higher mass charmonia decay mostly to DD−

NLO NRQCD describes prompt production well - perhaps too high at large pT

FONLL provides reasonable model for non-prompt production - pT spectrum too hard
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Figure 4: Differential cross sections for prompt χc1 (top) and χc2 (bottom) production as a function
of p

χc
T . The predictions of NLO NRQCD, the kT factorisation model and the LO CSM are compared

to the measurements. The positions of the data points within each bin reflect the average values of the

acceptance- and efficiency-corrected p
χc
T distribution of the

χc candidates within the bin. The error bars
represents the total uncertainty on the measurement, assuming unpolarised production. The factor B

denotes the product of branching fractions: B = B ( χcJ → J/ψγ) · B
(

J/ψ→ µ+µ−
)

.
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Charmonium Production χc1 & χc2

ATLAS CONF (2013) 095

χC → J/ψ + ɣ
↳ J/ψ → μμ
↳ ɣ→ee

New result from ATLAS

χC1

χC2

prompt
NLO NRQCD works well for prompt production

FONLL slightly overestimates non-prompt production

 [GeV]ψJ/

T
p

10 20 30

 [
n
b
/G

e
V

]
T

)/
d
p

cJχ(σ
d×

B

-410

-310

-210

-110

1
| < 0.75

ψJ/
Non-prompt |y

-1
 L dt = 4.5 fb∫ = 7 TeV  s

c
χUnpolarised 

c1
χData 

c2
χData 

 X
c1

χ →FONLL b 

 X
c2

χ →FONLL b 

ATLAS Preliminary

 [GeV]c
χ

T
p

10 20 30

 [
n
b
/G

e
V

]
T

)/
d
p

cJχ(σ
d×

B

-410

-310

-210

-110

1
| < 0.75

ψJ/
Non-prompt |y

-1
 L dt = 4.5 fb∫ = 7 TeV  s

c
χUnpolarised 

c1
χData 

c2
χData 

 X
c1

χ →FONLL b 

 X
c2

χ →FONLL b 

ATLAS Preliminary
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non-prompt
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Prompt J/Ψ Pair Production

LHCb: PLB B707 (2012) 52-59
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Figure 2: Di↵erential production cross-section for J/ pairs as a function of the invariant
mass of the J/ J/ system. The points correspond to the data. Only statistical uncer-
tainties are included in the error bars. The shaded area corresponds to prediction by the
model described in Ref. [20].

7 Conclusions

The production of J/ pairs in proton-proton collisions at a centre-of-mass energy of 7 TeV
has been observed with a statistical significance in excess of 6�. The data are consistent
with the predictions given in Refs. [19, 20]. The higher statistics that will be collected
during the 2011 data-taking period will allow the kinematic properties of these events to
be studied and di↵erent production models to be probed.
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Pair production of prompt J/ψs is process dependent
Could distinguish CO and CSM 
Contributions from double parton scattering may be significant

CSM works well - higher statistical precision needed

includes
J/ψ ,  J/ψ

J/ψ ,  ψ(2s)
ψ(2s) ,  ψ(2s)

∫Ldt = 35 pb-1LO CSM

Fiducial selection of J/ψs
2.0 < y < 4.5
pT < 10 GeV

Non-prompt pair production of J/ψs could help understand g→bb splitting
analyses are underway...
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Prompt J/Ψ + W± Production

ATLAS-CONF-2013-042
Associated production of J/ψs with W± → First observation from ATLAS at 5.3σ
W selects different partonic initial states → different CO / CS contributions
Prediction: pp → W + J/ψ is dominated by CO process
Process is sensitive to double parton scattering: W & J/ψ produced in separate partonic interactions

Measure normalised cross section to reduce uncertainties
pile-up estimation:  no. additional vertices x σ(J/ψ)/σ(pp)

)ψ(W,J/φ∆
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E
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n
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 /
 b
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 dataψW + prompt J/

Estimated DPS contribution

-1 dt = 4.6 fbL∫ = 7 TeV, s Preliminary, ATLAS

Figure 4: The sPlot-weighted azimuthal angle between the W

± and the J/y is shown for W

± +
prompt J/y candidates. No efficiency or acceptance corrections are applied. The determined DPS contri-
bution (with systematic uncertainties) is overlaid, using a flat DPS template validated using PYTHIA8 [37]
MC simulation and normalized to the total rate as estimated using the DPS ansatz in Eq. 1. The hashed
region shows the uncertainty on the DPS estimate. The Df distribution is not itself used in the estimation
of the DPS component of the W

±+prompt J/y data.

Yields from two-dimensional fit

Process Barrel Endcap Total

Prompt J/y 10.0+4.7
�4.0 19.2+5.8

�5.1 29.2+7.5
�6.5

Non-prompt J/y 27.9+6.5
�5.8 13.9+5.3

�4.5 41.8+8.4
�7.3

Prompt background 20.4+5.9
�5.1 18.8+6.3

�5.3 39.2+8.6
�7.3

Non-prompt background 19.8+5.8
�4.9 19.2+6.1

�5.1 39.0+8.4
�7.1

p-value 1.5⇥10�3 1.4⇥10�6 4.4⇥10�8

Significance 3.0 4.7 5.3

Table 1: The yields for the prompt J/y , non-prompt J/y and combinatorial background are shown.
The errors shown include the statistical uncertainties and the systematic uncertainties from the nuisance
parameters of the fit. The significance is calculated using the p-value from pseudoexperiments.

7

significant DPS contribution expected: flat in Δφ

DPS contribution:
PJ/ψ | W = σ J/ψ / σeff  where σeff = σw+2j measured in data

Combined CO+CS prediction underestimates 
measurement

16"
Produc)on"of"quarkonium

"states"–"Darren"Price"–"DIS2013"April"23
rd"2013"

Corrected"results"and"double"parton"scaTering"
Correct fiducial cross-section for muon acceptance from J/ψ decay to compare 
with theory (as for Upsilon analysis described earlier) 

Double Parton Scattering can contribute to signal. Estimate using the following standard/simple ansatz: 

From)ATLAS)measurement))
W+2jets)arXiv:1301.6872)

From)ATLAS)measurement))
prompt)J/ψ)arXiv:1104.3038))

d�W+J/� =
d�W ⌦ d�J/�

�e�

Measured)directly)in)this)analysis)

J/ψ)

W)

Both single 
and double 
parton 
scattering 
components 
observed in 
the data 
(fDPS≈40%) 
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FIG. 1: The di-muon invariant mass spectum for events used in this analysis. Separate spectra are shown for those events with
the di-muon candidate (left) in the central region of the detector (|yµµ| < 1.2) and (right) in the forward region (1.2 ≤ |yµµ| <
2.25). Overlaid are individual shapes of the fitted Υ (nS) signals (shaded regions), background-only fit (dashed curve) and the
total signal plus background shape (solid curve). The background shape is modelled here by a fourth-order polynomial and the
signal peaks each modelled by a single Gaussian. Also quoted are the fitted mass resolutions of each of the three signal peaks,
determined from the fit with a common resolution parameter scaling with invariant mass.

IV. CROSS SECTION DETERMINATION

Differential Υ cross sections are measured according to
the relation:

d2σ

dpTdy
× Br(Υ → µ+µ−) =

NΥ
∫

Ldt×∆pT ×∆|y|
(1)

where Br(Υ → µ+µ−) represents the appropriate branch-
ing fraction of the Υ (nS) to di-muons,

∫

Ldt is the in-
tegrated luminosity, ∆pT and ∆|y| are the bin sizes in
Υ transverse momentum and rapidity, respectively, and
NΥ is the corrected number of observed Υ (1S), Υ (2S), or
Υ (3S) mesons in a bin. Corrections are applied to ac-
count for selection efficiencies, bin migration effects due
to finite detector resolution, and, in the case of corrected
cross-section measurements, acceptance.
Determination of the cross sections proceeds through

several steps. Firstly, a weight is determined for each
selected di-muon candidate equal to the inverse of the
total efficiency for the candidate. Secondly, a fit is per-
formed to the distribution of weighted events binned in
di-muon invariant mass, mµµ, to determine the number
of Υ (nS) mesons (with n = 1,2,3) produced in each (pµµT ,
yµµ) bin. Thirdly, these values are corrected for (pµµT ,
yµµ) bin migrations. Finally, the differential cross sec-
tion multiplied by the Υ → µ+µ− branching fraction is
calculated for each state using the integrated luminosity
and the pT and y bin widths as in Eq. (1).

The weight, w, for each Υ candidate includes the
fraction of produced Υ → µ+µ− decays with both
muons falling into the kinematic region pµT > 4GeV and
|ηµ| < 2.3 (the acceptance, A, is used only in calcu-
lating corrected cross sections), the probability that a
candidate falling within the acceptance passes the off-
line reconstruction requirements (the reconstruction ef-
ficiency, εreco), and the probability that a reconstructed
event passes the trigger selection (the trigger efficiency,
εtrig). The weights assigned to a given candidate when
calculating the fiducial (wfid) and corrected (wtot) cross
sections are then given by:

wfid = (εreco · εtrig)−1,

wtot = (A · εreco · εtrig)−1.
(2)

A. Acceptance

The kinematic acceptance A(pT, y) is the probability
that the muons from an Υ with transverse momentum pT
and rapidity y fall into the fiducial volume of the detec-
tor defined by the pµT > 4GeV and |ηµ| < 2.3 selection
applied to each muon in the di-muon pair. In order to
calculate the acceptance as a function of the rapidity and
transverse momentum of each of the Υ states, taking into
account possible angular dependences in their decays, we
use an analytic formula describing the decay of Υ states

ATLAS: PRD 87 (2013) 052004 
CMS: CMS-PAS-BPH-12-006
LHCb: EPJC (2012) 72:2025
LHCb: JHEP 06 (2013) 064

2 2 Differential cross section measurement
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Figure 1: Dimuon invariant mass distribution for |y| < 0.6 integrated over pT for the selections
listed in this section. The lower points are data, while the upper points include the efficiency
weight for each event 1/eµµ, defined in Eq. 3.

a given pT bin of width DpT is

ds (pp ! U(nS))
dpT

����
|y|<0.6

⇥B
�
U(nS) ! µ+µ�� =

N

fit
U(nS)(pT)

L

int

· DpT · eµµ(pT) · A(pT) · e
sg

· e
vp

,

(2)

where N

fit
U(nS) is the number of U(nS) events in a pT bin of width DpT, eµµ is the dimuon effi-

ciency (eq. 3), L

int

is the integrated luminosity, A(pT) is the polarization-corrected acceptance,
e

sg

is the efficiency of the seagull selection, and e
vp

is the efficiency of the dimuon vertex c2

probability requirement, as defined below.

2.1 Efficiency factors

The dimuon efficiency is parameterized as:

eµµ(pT) ⌘ e1[pT

(µ1), h(µ1)] · e2[p
T

(µ2), h(µ2)] · r(pT). (3)

where e
i

[p
T

(µ
i

), h(µ
i

)] refers to the single-muon quality-cut efficiency and tracking and trigger
efficiency determined from a data-driven tag-and-probe approach described in Ref. [7]. When
two muons pass through the same region of the muon system, the CMS trigger system can
merge them into one object, causing a trigger failure. The factor r(pT) accounts for this possi-
bility. A Monte Carlo (MC) simulation using EVTGEN [12] with a detector simulation performed
in GEANT4 [13] shows that the r factor is nearly one for pT < 50 GeV and decreases smoothly
to 80% at 100 GeV. Each event is weighted by 1/eµµ in making the dimuon invariant mass
distribution, as depicted in Fig 1.

The seagull trigger efficiency is also determined from MC and confirmed by a subset of the
data that does not include seagull selection. The fraction of all U(nS) decays that satisfy this
aspect of the trigger rises linearly from 50% at pT = 10 GeV to 60% at 100 GeV. From MC the
efficiency for an offline dimuon vertex c2 probability requirement of 1% is e

vp

= 0.99 ± 0.01.

Υ(nS) Production 

•New measurements of
Υ family of mesons

• Expect better theoretical
understanding due to large b mass

•Use high stats samples

•Measure production cross 
sections and polarisation J
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Figure 2. Invariant mass distribution of the selected ⌥ ! µ

+
µ

� candidates in the range pT <

15 GeV/c and 2.0 < y < 4.5. The three peaks correspond to the ⌥ (1S), ⌥ (2S) and ⌥ (3S) meson
signals (from left to right). The superimposed curve and the signal yields (dotted) are the result of
the fit described in the text.

Correlated between bins

Mass fits 0.7 to 2.2

Radiative tail 1.0

Muon identification 1.3

Tracking e�ciency 0.9

Vertexing 1.0

Trigger 4.0

Luminosity 5.0

B(J/ ! µ

+

µ

�) 1.0

Uncorrelated between bins

Production model 1.0 to 6.0

tz fit, for J/ from b 1.0 to 12.0

Table 2. Relative systematic uncertainties (in %) on the J/ and ⌥ cross-section results and on
the fraction of J/ from b.

by the LHCb [42] and ALICE [43] collaborations, in a kinematic range similar to that used

in this analysis, and the ⌥ polarisation has been measured by CMS [44] at large p

T

and

central rapidity. They were both found to be small. Therefore, in this paper results are

quoted under the assumption of zero polarisation and no corresponding systematic uncer-

tainty is assigned on the cross-section for this e↵ect. All other systematic uncertainties are

summarised in table 2.

Uncertainties related to the mass model describing the shape of the dimuon mass

distribution are estimated by fitting the invariant mass distributions for the J/ and ⌥

mesons with the sum of two Crystal Ball functions. The relative di↵erence in the number

of signal events (0.7–2.2%) is taken as a systematic uncertainty. A fraction of events

has a lower invariant mass because of the energy lost through bremsstrahlung. Based on

simulation studies, about 4% of the signal events are estimated to be outside the analysis

– 6 –
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FIG. 10: Differential cross sections multiplied by the di-muon
branching fraction, for Υ (1S), Υ (2S) and Υ (3S) production
extrapolated to the full phase space for the (top) |yΥ | < 1.2,
(bottom) 1.2 ≤ |yΥ | < 2.25 rapidity intervals. Points with
error bars indicate the results of the measurements with total
statistical and systematic errors. Results are shown assuming
an isotropic spin-alignment scenario.

ular if there is a non-trivial azimuthal component to the
spin-alignment. New results [4, 12] of Υ spin-alignment
from CDF and CMS suggest that the spin-alignment is
consistent with unpolarized production. Our central as-
sumption of isotropic Υ decays is consistent with these
results. Nevertheless, as these spin-alignment measure-
ments are made at different center-of-mass energies or
in a restricted phase space in both pΥT and rapidity with
respect to measurements presented here, we provide the
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FIG. 11: Differential cross sections multiplied by the di-muon
branching fraction, for Υ (1S), Υ (2S) and Υ (3S) production
extrapolated to the full phase space, pT-integrated as a func-
tion of absolute Υ rapidity. Points with error bars indicate
the results of the measurements with total statistical and sys-
tematic errors. Results are shown assuming an isotropic spin-
alignment scenario.

TABLE III: Corrected cross-section measurements in the
isotropic spin-alignment scenario. Uncertainties quoted rep-
resent statistical, systematic, and luminosity terms, respec-
tively.

Integrated corrected cross sections
State σ(pp → Υ )× Br(Υ → µ+µ−)

Range: pΥT < 70GeV, |yΥ | < 2.25

Υ (1S) 8.01 ± 0.02± 0.36 ± 0.31 nb
Υ (2S) 2.05 ± 0.01± 0.12 ± 0.08 nb
Υ (3S) 0.92 ± 0.01± 0.07 ± 0.04 nb

results under a variety of polarization scenarios so that
the impact of spin-alignment on the corrected cross sec-
tions can be quantified across the full range of study.

The contributions of the five polarization scenarios can
be seen in the lower panes of each plot where the ratio of
the differential cross section under these spin-alignment
assumptions to the unpolarized scenario is shown. Across
the whole pT range studied the envelope is bounded from
above by the T++ (λθ = +1,λφ = +1,λθφ = 0) scenario
with a maximal φ∗ variation. From below, the cross-
section envelope is bounded by fully longitudinal spin-
alignment at very low pT, with the T+− (λθ = +1,λφ =
−1,λθφ = 0) scenario resulting in the largest downward
variation at pT ! 4GeV. In this measurement we extend

6 4 Results

Following the observation that the power-law exponents for the fits above 20 GeV are similar
for the three U states, we consider the pT dependence of the production ratios to see if there
is saturation above 20 GeV. Comparing U(2S) and U(1S) the ratio is R21 = r21A1/A2 and
similarly for U(3S). These ratios are shown in Fig. 5, which includes the low-pT points from the
CMS 2010 analysis using 36 pb�1 [6]. The rapid rise of all three ratios for pT < 20 GeV slows
significantly for pT higher than 20 - 24 GeV. The curves on the ratio plots are the ratios of the
appropriate fitted functions from the individual U(nS) differential cross section fits (exponen-
tial for pT < 20 GeV, power-law for pT >20 GeV). The curves confirm that the change in ratios
occurs in the same pT range that ds/dpT changes behavior.
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Figure 4: Differential cross sections ds/dpT⇥BU(nS) ! µµ) for each U(nS) state from this
measurement. The U(2S) and U(3S) states are scaled by 0.1 and 0.01 respectively for display
purposes. The total systematic is shown by the error bars, and the smaller (red) error bars
designate the statistical uncertainty. The data from the CMS 2010 analysis using 36 pb�1 [6] is
also shown.

The previous CMS [6] and ATLAS [9] measurements found that the pT-integrated rapidity
distributions are consistent with being flat for |y| < 2.0. We compare our results in the rapidity
range |y| < 0.6 to the zero polarization results from the earlier CMS measurement [6] by
scaling the cross section in each pT bin by the rapidity coverage ratio. Agreement is good, as
shown in Fig. 4. The cross section ratios also agree well (Fig. 5).

These new measurements of U(nS) production at
p

s = 7 TeV provide precision differential
cross sections for pT in the 10-100 GeV range. There is a transition from nearly exponential
cross section decrease with pT to power-law behavior for all three U(nS) states. This suggestion
of a change in the nature of the production process is mirrored by the pT dependence of the
U(2S)/U(1S) and U(3S)/U(1S) production ratios. The need to develop an understanding of
U(nS) production mechanisms that would explain the measured small U(nS) polarization and
power-law behavior at high pT presents a challenge to theoretical models.

Υ(nS) Production 

•Corrected cross sections show low pT peak

• Similar pT dependence observed for all 3 states

•Cross section falls with increasing y
→ increasing suppression of high pT tailJ
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Figure 6. Double-di↵erential cross-sections times dimuon branching fractions as a function of pT
in bins of y for (a) the ⌥ (1S), (b) ⌥ (2S) and (c) ⌥ (3S) mesons.

• an NNLO* CSM [9, 10]; the notation NNLO* indicates that the calculation at next-

to-next leading order is not complete and neglects part of the logarithmic terms;

• an NLO CSM [7] with the input parameters related to the choice of scale and charm

quark mass given in ref. [47].

In these comparisons it should be noted that the predictions are for direct J/ meson

production, whereas the experimental measurements include feed-down from higher char-

– 11 –
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•New pp measurement from ALICE for Υ(1S) and Υ(2S)

• Large uncertainties due to trigger

•Good agreement with CMS & LHCb in central / forward regions
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Figure 12. Comparison of the di↵erential production cross-sections times dimuon branching frac-
tions for (a) ⌥ (1S), (b) ⌥ (2S) and (c) ⌥ (3S) mesons as a function of pT with direct production in
an NNLO⇤ CSM [9] (solid yellow) and an NLO CSM [7] (blue vertical shading) model. The points
show the measurements reported in this analysis.
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Figure 12: Acceptance-corrected differential cross sections of (a) U(1S), (b) U(2S), and (c) U(3S)
as a function of pU

T in the rapidity range |yU| < 2, and comparison to various theoretical predic-
tions. (d) Acceptance-corrected differential cross section of the U(nS) as a function of rapidity
and comparison to CASCADE and PYTHIA. The width of a band indicates an estimate of the
uncertainty in the prediction by the author of the prediction.

•NLO NRQCD works well for pT> 8 GeV

•CSM, CEM approximate agreement

•None works over full pT range

•NNLO* CSM: better than it does for J/ψ

Υ(nS) Production 
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FIG. 12: Differential cross sections multiplied by the di-muon
branching fraction, d2σ/dpTdy × Br(Υ → µ+µ−), for Υ (1S)
production extrapolated to the full phase space for (top) cen-
tral and (bottom) forward rapidities. Points with error bars
indicate results of the measurements with total (statistical
and systematic) uncertainties. The maximal envelope of vari-
ation of the result due to spin-alignment uncertainty is indi-
cated by the solid band. Also shown are predictions of direct
production with the NNLO* Color Singlet Mechanism (CSM)
and inclusive predictions from the Color Evaporation Model
(CEM). These theory predictions are shown as a ratio to the
data in the lower panes for CEM (middle) and CSM (bottom),
along with detail of the variations of the cross-section mea-
surement under the four anisotropic spin-alignment scenarios
as a ratio to the nominal data.
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FIG. 13: As for Fig. 12, but for Υ (2S) production.

the pT range above 45GeV where the maximal possible
impact due to the unknown spin-alignment of Υ is below
±10%. This is significantly smaller than the theoreti-
cal uncertainties and is of similar magnitude to current
experimental uncertainties. As such, this region will of-
fer a precision environment to compare future theoretical
studies of Υ production to data.

In Figs. 12–14 a comparison is also made to two the-
oretical predictions of Υ production. The first [16], is
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Conclusions

• Production cross sections for J/ψ ,  ψ(2S) ,  Υ(nS) measured at LHC by all experiments

• Kinematic range extended up to pT ~ 70 GeV and y~4.5

•Good agreement between LHC experiments and TeVatron

•Measurements are mostly systematically limited

• Prompt production well described by NRQCD and the COM

• non-prompt production well described by FONLL

Polarisation measurements for J/ψ and Υ(nS) discussed in Pietro Faccioli’s talk

Quarkonia in PbPb collisions discussed in Ionut Arsene’s talk

Several interesting measurements underway: 
DPS sensitivity from J/ψ associated production with W, Z, J/ψ
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Extras
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ATLAS 396 ATLAS Collaboration / Nuclear Physics B 850 (2011) 387–444

Fig. 4. Invariant mass distributions of reconstructed J/ψ → µ+µ− candidates used in the cross-section analysis, corre-
sponding to an integrated luminosity of 2.2 pb−1. The points are data, and the uncertainties indicated are statistical only.
The solid lines are the result of the fit described in the text. The fitted masses, resolutions and signal candidate yields can
be found in Table 1. The ψ(2S) meson at 3686 MeV was included in the fit.

Table 1
Fitted mass, resolution and yields of J/ψ candidates reconstructed in four J/ψ rapidity bins. All uncertainties quoted
are statistical only. The shift in mass away from the world average in the highest rapidity bin reflects the few-per-mille
uncertainty in the tracking pT scale at the extreme ends of the detector.

J/ψ rapidity range

|y| < 0.75 0.75 < |y| < 1.5 1.5 < |y| < 2.0 2.0 < |y| < 2.4

Signal yield 6710 ± 90 10710 ± 120 9630 ± 130 4130 ± 90
Fitted mass (GeV) 3.096 ± 0.001 3.097 ± 0.001 3.097 ± 0.001 3.109 ± 0.002
Fitted resolution (MeV) 46 ± 1 64 ± 1 84 ± 1 111 ± 2

measurement in each pT –y analysis bin is positioned at the average pT for J/ψ candidates in
that bin. Various tests of the method described above are performed using simulated samples of
known composition, and the number of J/ψ in each analysis bin is successfully recovered within
expectations in all cases.

4.5. Systematic uncertainties

Studies are performed to assess all relevant sources of systematic uncertainty on the mea-
surement of the J/ψ inclusive production cross-section. Sources of uncertainty are listed

Muon system
trigger system & precision tracking
toroidal B-field ~ 0.5T
|η|<2.7
transverse impact parameter resolution σ = 10 μm

Triggers:
single & dimuon triggers
pT > 4 GeV
opposite sign muons
from common vertex

J/ψ mass resolution 
σ = 46 MeV for |y|<0.75

Calorimeters
coverage |η|<4.9
photons, missing energy 

Inner detector
Transition radiation tracker: 
particle ID, track finding
silicon strips: momentum measurement
silicon pixels: secondary vertex 
Solenoidal B-field = 2T
|η|<2.5
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CMS

3

0.6 < |y| < 1.2, respectively. The corresponding y(2S) yields are 126 k, 136 k, and 55 k for
|y| < 0.6, 0.6 < |y| < 1.2, and 1.2 < |y| < 1.5, respectively. In each of these |y| ranges, the
analysis is performed in several pT bins, with boundaries at 14, 16, 18, 20, 22, 25, 30, 35, 40, 50,
and 70 GeV for the J/y, and 14, 18, 22, 30, and 50 GeV for the y(2S).

The single-muon detection efficiencies are measured by a tag-and-probe technique [20], using
event samples collected with dedicated triggers enriched in dimuons from J/y decays, where
a muon is combined with a track and the pair is required to have an invariant mass within
the range 2.8–3.4 GeV. The measurement procedure has been validated in the fiducial region
of the analysis with detailed Monte Carlo (MC) simulation studies. The single-muon efficien-
cies are precisely measured and parametrized as a function of pT, in eight |h| bins, to avoid
biases in the angular distributions that could mimic polarization effects. Their uncertainties,
reflecting the statistical precision of the tag-and-probe samples and possible imperfections of
the parametrization, contribute to the systematic uncertainty in the polarization measurement.
At high dimuon pT, when the two decay muons might be emitted relatively close to each other,
the dimuon trigger has a lower efficiency than the simple product of the two single-muon effi-
ciencies. Detailed MC simulations, validated with data collected with single-muon and dimuon
triggers, are used to correct these trigger-induced muon-pair correlations.

3 Extraction of the polarization parameters

For each y(nS) (pT, |y|) bin, the dimuon invariant-mass distribution is fitted, using an un-
binned maximum-likelihood fit, with an exponential function representing the underlying con-
tinuum background and two Crystal Ball (CB) functions [21] representing each peak. The two
CB functions have independent widths, sCB1 and sCB2, to accommodate the changing dimuon
invariant-mass resolution within the rapidity cells, but share the same mean µCB and tail factors
aCB and nCB (the latter fixed to 2.5).
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Figure 1: Dimuon invariant-mass distribution in the J/y (left) and y(2S) (right) regions for an
intermediate pT bin and |y| < 0.6. The vertical lines delimit the signal region (dot-dashed) and
the mass sidebands (dashed). The results of the fits are shown by the solid (signal+background)
and dashed (background only) curves.

Figure 1 shows two fitted dimuon invariant-mass distributions in specific kinematic bins of the
analysis. The dimuon invariant-mass resolution s at the y(nS) masses is evaluated from the
fitted signal shapes, as

p
fCB1 s2

CB1
+ (1 � fCB1) s2

CB2
, where fCB1 is the relative weight of the CB1

function. The pT-integrated values are sJ/y = 21 and 32 MeV for |y| < 0.6 and 0.6 < |y| < 1.2,

J/ψ mass resolution 
σ = 21 MeV for |y|<0.6

Muon system
trigger system & precision tracking
|η|<2.4
steel return yoke provides B-field
transverse impact parameter 
resolution σ = 10 μm

Inner detector
silicon strips: momentum measurement
silicon pixels: secondary vertex 
Solenoidal B-field = 3.8T
|η|<2.5

Calorimeters
coverage |η|<5.0
photons, missing energy 
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Figure 1. Projections of the fit result for a selected bin in pT and y for (a) the J/ invariant
dimuon mass and (b) t

z

. For the former, the total fitted function is shown (blue solid line) together
with the signal distribution (red dotted line). In the t

z

projection the total fitted function is shown
together with the J/ from b component, the prompt signal, the background and the tail component
due to the association of a J/ candidate with a wrong PV.

rapidity and p

T

bin sizes, respectively. In the case of the J/ ! µ

+

µ

� decay the branching

fraction is well known, B(J/ ! µ

+

µ

�) = (5.94 ± 0.06) ⇥ 10�2 [28], and therefore it is

chosen to quote an absolute cross-section. On the other hand, the dimuon branching

fractions of the ⌥ mesons are known less precisely [28], and therefore, as in ref. [13], the

product of the cross-section times the dimuon branching fraction is given.

The total e�ciency ✏
tot

is the product of the geometric acceptance, the reconstruction

and selection e�ciency and the trigger e�ciency. All e�ciency terms are evaluated using

simulated samples and validated with data-driven techniques in each (p
T

, y) bin.

The procedure to measure the integrated luminosity is described in ref. [39]. For this

analysis a van der Meer scan [40] was performed in April 2012, resulting in a measurement

of the integrated luminosity of 18.4 ± 0.9 pb�1 for the J/ and 50.6 ± 2.5 pb�1 for the

⌥ samples.

4 J/ meson signal

As in the previous studies, prompt J/ mesons are distinguished from J/ from b by means

of the pseudo decay time variable defined as

tz =
(zJ/ � z

PV

)⇥MJ/ 

pz
, (4.1)

where zJ/ and z

PV

are the positions along the beam axis z of the J/ decay vertex and of

the primary vertex refitted after removing the decay muons of the J/ candidate; pz is the

measured J/ momentum in the beam direction and MJ/ is the known J/ mass [28].

The yields of both prompt J/ mesons and J/ from b are determined from a two-

dimensional fit in each (p
T

, y) bin to the distributions of invariant mass and pseudo decay

time of the signal candidates, following the approach described in ref. [12]. The mass

distribution is modelled with a Crystal Ball function [41] for the signal and an exponential

function for the combinatorial background.

– 4 –

J/ψ mass resolution
σ = 14 MeV 

Tracking
2<η<5
Δp/p = 0.4% - 0.6%

VELO
impact parameter resolution
σ = 20 μm muon system

ε = 97%
mis-ID = 1-3%

RICH:
particle ID
ε = 95%
mis-ID ~ 5%
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Fig. 1: The dimuon invariant mass spectrum for 2< pt < 3 GeV/c, 0 < |cosθHE|< 0.15, together with the result
of the fit. The contributions of the signal and background are also shown as dashed lines.

and then fitting the corrected angular distributions with the functions shown in Eq. 2. The simulation
includes, for the tracking chambers, a map of dead channels and the residual misalignment of the de-
tection elements and, for the trigger chambers, an evaluation of their efficiency based on data. It also
includes a random misalignment of the tracking detector elements, of the same size of the resolution
obtained by the offline alignment procedure [17]. For both tracking and triggering detectors, the time
variation of the efficiencies during the data taking period was accounted for (see [17] for details). Since
the cosθ - and φ -acceptances are strongly correlated, the acceptance values as a function of one variable
strongly depend on the input distribution used for the other variable. Given the fact that the correct input
distributions are not known a priori, but rather represent the outcome of the data analysis, an iterative
procedure was followed in order to determine them. In the first iteration a flat distribution of the angular
variables (equivalent to a totally unpolarized J/ψ distribution) was adopted to calculate the acceptances.
After correcting the signal with those acceptances, a first determination of the polarization parameters
is performed, and the results are then used in a second determination of the acceptance values. The
procedure is then repeated until convergence is reached, i.e. the extracted polarization parameters do
not vary by more than 0.005 between two successive iterations. This occurs, for this analysis, after at
most three steps. It was also checked that using polarized MC input distributions in the first iteration the
procedure converges towards the same results as in the default, unpolarized, case. Typical Ai× εi values
vary between ∼0.22 (0.05) at low pt and large |cosθ | and ∼0.41 (0.63) at large pt and small |cosθ | for
the HE (CS) frame.

A simultaneous study of the J/ψ polarization variables in several reference frames, as first carried out
in hadroproduction studies by the HERA-B experiment [23], is particularly interesting since consistency
checks on the results can be performed, using combinations of the polarization parameters which are
frame-invariant. In particular we made use of the invariant F = (λθ +3λφ )/(1−λφ ) [21], performing a
simultaneous fit of the |cosθ | and |φ | distributions in the two reference systems and further constraining
the fit by imposing F to be the same in the CS and HE frames. In Fig. 2 we present, as an example, the
result of such a fit relative to the last iteration of the Ai×εi calculation, for 2< pt< 3 GeV/c. The χ2/nd f
values (nd f = 10) are 1.08, 1.00, 1.32 for 2 < pt < 3, 3 < pt < 4 and 4 < pt < 8 GeV/c, respectively,
showing that the quality of the fits is good. Compatible results are obtained when the constraint on F is
released.

In the analysis described so far, the λθφ parameter was implicitly assumed to be zero in the iterative
acceptance calculation. In the one-dimensional approach followed in this analysis λθφ could be estimated
from the data, defining an ad-hoc variable φ̃ which is a function of cosθ and φ and contains λθφ as a
parameter (see [21] for details). In principle, the iterative procedure applied to λθ and λφ determination

J/ψ μ+μ− mass resoln

σ = 72 MeV 

J/ψ  e+e−  mass resoln

σ = 28 MeV 
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J/Ψ - Non-Prompt Fraction From b
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Figure 9. Fitted J/ and  (2S) non-prompt fractions plotted as a function of pT for three rapidity
regions: 0 < |y| < 1.2 (top); 1.2 < |y| < 1.6 (middle); 1.6 < |y| < 2.4 (bottom). The inner error
bars represent the statistical uncertainties only, the outer ones are the quadratic sum of statistical
and systematic uncertainties.

where the ratio R is computed in bins of p
T

and rapidity, and the binning is the same as

used for the  (2S) cross section.

The statistical uncertainties a↵ecting R are extracted directly from the simultaneous

invariant mass fits. The systematic uncertainties are estimated by considering the same

sources as for the cross sections (except the luminosity and single-muon e�ciency, which

cancel out in the ratio) and evaluating directly the variation of the ratio, in order to take

correlations into account.
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Fig. 9. J/ψ non-prompt to inclusive fractions as a function of J/ψ transverse momentum. Overlaid is a band representing
the variation of the result under various spin-alignment scenarios (see text) representing a theoretical uncertainty on the
prompt and non-prompt J/ψ components. The equivalent results from CMS [3] and CDF [4] are included.

with zero and unity, respectively, in all bins, indicating that no bias or improper uncertainty
estimate is introduced by the fit.

5.5. Fraction of non-prompt J/ψ as a function of J/ψ transverse momentum and rapidity

Fig. 9 and Tables 3–6 show the results of the differential non-prompt fraction measurement as
a function of average p

J/ψ
T , in each of the four rapidity bins. The uncertainty envelopes due to

the unknown spin-alignment are overlaid as solid bands.
The measurements are compared with those of CMS [3] and CDF [4] and build upon those

results with finer rapidity binning, a much extended rapidity coverage relative to CDF and sig-
nificantly increased pT reach relative to both experiments. Strong pT dependence of the fraction
is observed: ∼ 90% of J/ψ are produced promptly at low pT , but the fraction of non-prompt
J/ψ rapidly increases at mid-pT from ∼ 15% at 7 GeV to ∼ 70% at the highest accessible pT

values. No significant rapidity dependence is seen. The ATLAS results exhibit good agreement
with CMS results where they overlap, and also with the CDF measurements, indicating that there
is no strong dependence of the fraction on collision energies.

6. The prompt and non-prompt differential production cross-sections

The prompt and non-prompt J/ψ production cross-sections can be derived from the inclusive
production cross-section and the non-prompt fraction. Where necessary, pT bins in the inclusive
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Figure 5. Fraction of J/ from b as a function of pT, in bins of y.

of no polarisation. The double-di↵erential cross-sections are displayed in figure 6. The

integrated cross-sections times dimuon branching fractions B

iS = B(⌥ (iS) ! µµ), with

i = 1, 2, 3, in the range p

T

< 15 GeV/c and 2.0 < y < 4.5 are measured to be

�(pp ! ⌥ (1S)X)⇥B

1S = 3.241± 0.018± 0.231 nb,

�(pp ! ⌥ (2S)X)⇥B

2S = 0.761± 0.008± 0.055 nb,

�(pp ! ⌥ (3S)X)⇥B

3S = 0.369± 0.005± 0.027 nb,

where the first uncertainty is statistical and the second systematic. The cross-section

times dimuon branching fractions for the three ⌥ states are compared in figure 7 as a

function of p
T

and y. These results are used to evaluate the ratios RiS/1S of the ⌥ (2S) to

⌥ (1S) and ⌥ (3S) to ⌥ (1S) cross-sections times dimuon branching fractions. Most of the

uncertainties cancel in the ratio, except those due to the size of the data sample, to the

model dependence and to the choice of the fit function. The ratios R

iS/1S as a function

of p
T

and y are given in tables 10 and 11, respectively, and shown in figure 8, with the

assumption of no polarisation. For this measurement the p

T

range has been restricted to

p

T

< 14 GeV/c and the y range to 2.0 < y < 4.0 to ensure enough counts for the three ⌥

states in all bins. The ratios are constant as a function of y and increase as a function of

p

T

, in agreement with previous observations by LHCb [13] and as reported by ATLAS [19]

and CMS [21] at
p
s = 7 TeV.

9 Comparison with theoretical models

The measured di↵erential cross-sections for the production of prompt J/ mesons as a func-

tion of p
T

are compared in figure 9 to three theoretical models that assume no polarisation.

The considered models are

• an NRQCD model at next-to-leading order (NLO). The colour-octet matrix ele-

ments in this case are determined from a global fit to HERA, Tevatron and LHC

data [47, 48];

– 10 –

Prompt J/ψ and beauty hadron production at mid-rapidity in pp collisions at
√
s=7 TeV 11
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Fig. 3: The fraction of J/ψ from the decay of b-hadrons as a function of pt of J/ψ compared with results from
ATLAS [8] and CMS [10] in pp collisions at

√
s =7 TeV.

errors are added in quadrature for better visibility, while in figure 5 the error bar shows the quadratic
sum of statistical and systematic errors, except for the 3.5% systematic uncertainty on luminosity and
the 1% on the branching ratio (BR), which are added in quadrature and shown as box. The results shown
in figures 4 and 5 assume unpolarized J/ψ production. Systematic uncertainties due to the unknown
J/ψ polarization are not shown. Results by the CMS [6, 10], LHCb [7] and ATLAS [8] Collaborations
are shown for comparison. Also for these data the uncertainties due to luminosity and to the BR are
shown separately (boxes) in figure 5, while the error bars represent the statistical and the other sources
of systematic uncertainties added in quadrature.

The ALICE d2σprompt J/ψ
dydpt measurement at mid-rapidity (left panel of figure 4) is complementary to the data

of CMS, available for |y| < 0.9 and pt > 8 GeV/c, and ATLAS, which covers the region |y| < 0.75 and
pt > 7 GeV/c. In the right panel of figure 4, the ALICE results are compared to next-to-leading order
(NLO) non-relativistic QCD (NRQCD) theoretical calculations by M. Butenschön and B.A. Kniehl [12]
and Y.-Q. Ma et al. [13]. Both calculations include color-singlet (CS), color-octet (CO), and heavier
charmonium feed-down contributions. For one of the two models (M. Butenschön and B.A. Kniehl)
the partial results with only the CS contribution are also shown. The comparison suggests that the CO
processes are indispensable to describe the data also at low pt. The results are also compared to the
model of V.A. Saleev et al. [14], which includes the contribution of partonic sub-processes involving
t-channel parton exchanges and provides a prediction down to pt = 0.

The ALICE result for dσprompt J/ψdy (figure 5), which equals

dσprompt J/ψ
dy

= 5.89±0.60(stat.)+0.88−0.90(syst.)
+0.03
−0.01(extr.)

+1.01(λHE=1)
−0.99(λHE=−1) µb,

was obtained by subtracting from the inclusive J/ψ cross section measured for pt > 0 that of J/ψ coming
from b-hadron decays. The latter was determined, as discussed in the next section, by extrapolating the
cross section from the measured region down to pt > 0 using an implementation of pQCD calculations
at fixed order with next-to leading-log resummation (FONLL) [41]. The extrapolation uncertainty is
negligible with respect to the other systematic uncertainties. In figure 5 the CMS and LHCb results for

Fraction from b: 10% at low pT ~70% high pT

slower increase at high y
little √s dependence
same behaviour for ψ(2s)
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Deconfined Matter: J/ψ Suppression 

Heavy ion collisions provide QCD testbed for deconfined matter
Quark-gluon plasma expected to occur when energy density ~ 1 GeV/fm3

plasma screens the quark and anti-quark 
→ suppression of quarkonia production
→ mesons melt at temperature T relative to meson binding energy
→ ground state J/ψ and Υ are less suppressed than weakly bound excitations
→ feed-down from excitations will also affect the ground state production rates

Atlas: PLB 697 (2011) 294–312
CMS: PRL 107 (2011) 052302
Alice: PRL 109 (2012) 072301

5

sonances. A simultaneous fit to the pp and PbPb mass spectra gives the double ratio

U(2S + 3S)/U(1S)|PbPb
U(2S + 3S)/U(1S)|pp

= 0.31+0.19
�0.15 (stat.)± 0.03 (syst.), (3)

where the systematic uncertainty (9%) arises from varying the lineshape as described above in
the simultaneous fit, thus taking into account partial cancellations of systematic effects.

The single muon lower momentum requirement is a posteriori varied from 3 to 5 GeV/c in steps
of 500 MeV/c, and it is found that pT requirements other than 4 GeV/c provide lower double
ratios. Fitting the pp and PbPb spectra with free and independent mass resolution parameters
leads to an increase of the double ratio by 15%.

To evaluate possible imperfect cancellations of acceptance and efficiency effects in the double
ratio, a full GEANT4 [20] detector simulation is performed. The effect of the higher PbPb un-
derlying event activity is considered by embedding, at the level of detector signals, U(1S) and
U(2S) decays simulated by PYTHIA 6.424 [21] in PbPb events simulated with HYDJET [22]. Track
characteristics, such as the number of hits and the c2 of the track fit, have similar distributions
in data and simulation. As mentioned above, the trigger efficiency is evaluated with data, by
using single-muon-triggered data events, and reconstructing J/y signal with and without the
dimuon trigger requirement. The same exercise is carried out with the simulation and it agrees
with the efficiency measured in data at the 2% level. The track efficiency in the silicon detector
is measured with standalone muons, applying all selection criteria. The efficiencies in data and
simulation agree within the 4% statistical uncertainty of the efficiency determined from data.

The difference in reconstruction and selection efficiencies between the U states is less than 5%
and the variation with charged particle multiplicity is less than 10% from pp to central PbPb
collisions, producing a maximum change of 0.5% on the double ratio. The good agreement
between single-muon trigger efficiencies extracted from data for the pp and PbPb trigger re-
quirements, applied to the U(1S) and U(2S) trigger efficiencies derived from simulation, leads
to a negligible effect on the double ratio. The single-muon trigger efficiencies extracted from
data agree within 1.5% for the pp and PbPb trigger requirements, and the U(1S) and U(2S)
trigger efficiencies agree within 3%, according to simulation: the potential trigger bias on the
double ratio is negligible. The magnitudes of the statistical and systematic uncertainties on the
double ratio, respectively 55% and 9%, are significantly larger than the systematic uncertainties
associated with possible imperfect cancellation of acceptance and efficiency effects. Therefore
no additional uncertainty from these sources is applied.

Finally, using an ensemble of one million pseudo-experiments, generated with the signal line-
shape obtained from the pp data (Fig. 1a), the background lineshapes from both data sets, and a
double ratio (Eq. 3) equal to unity within uncertainties, the probability of finding the measured
value of 0.31 or below is estimated to be 0.9%. In other words, in the absence of a suppression
due to physics mechanisms, the probability of a downward departure of the ratio from unity of
this significance or greater is 0.9%, i.e. that corresponding to 2.4 sigma in a one-tailed integral
of a Gaussian distribution.

Other studies from the CMS experiment show that the U(1S) itself is suppressed by about
40% [23] in minimum bias PbPb collisions at

p
sNN = 2.76 TeV. Since a large fraction of the

U(1S) yield arises from decays of heavier bottomonium states [6], this U(1S) suppression could
be indirectly caused by the suppression of the excited states reported in this Letter.

Production yields of quarkonium states can also be modified, from pp to PbPb collisions, in
the absence of QGP formation, by cold nuclear matter effects [24]. However, such effects

6 The ALICE Collaboration
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Fig. 3: (Color online) Centrality integrated inclusive J/ψ RAA measured in Pb-Pb collisions at
√sNN = 2.76 TeV

as a function of rapidity for two pt ranges. The open boxes contain the total systematic uncertainties except the
ones on the integrated luminosity in the pp reference and on the TAA, i.e. 5.2% (8.3%) for the ALICE (CMS [11])
data. The two models [22, 23] predict the RAA due only to shadowing effects for nDSg (shaded areas) and EPS09
(lines) nPDF respectively.

The rapidity dependence of the J/ψ RAA is presented in Fig. 3 for two pt domains, pt ≥ 0 and pt ≥
3 GeV/c. The J/ψ reference cross sections in pp collisions 3 and the RAA total systematic uncertain-
ties, indicated as open boxes in the figure, were evaluated in the same kinematic range. Our results
are shown together with a measurement from CMS [11] of the inclusive J/ψ RAA in the rapidity range
1.6 < |y| < 2.4 with pt ≥ 3 GeV/c. No significant rapidity dependence can be seen in the J/ψ RAA for
pt ≥ 0. For pt ≥ 3 GeV/c, a decrease of RAA is observed with increasing rapidity reaching a value of
0.289±0.061(stat.)±0.078(syst.) for 3.25 < y< 4. At LHC energies, J/ψ nuclear absorption is likely
to be negligible and the modification of the gluon distribution function is dominated by shadowing ef-
fects [24]. An estimate of shadowing effects is shown in Fig. 3 within the Color Singlet Model at Leading
Order [22] and the Color Evaporation Model at Next to Leading Order [23]. The shadowing is respec-
tively calculated with the nDSg and the EPS09 parametrizations [23] of the nuclear Parton Distribution
Function (nPDF). For nDSg (EPS09) the upper and lower limits correspond to the uncertainty in the fac-
torization scale (uncertainty of the nPDF). The effect of shadowing shows no dependence with rapidity
and its overall amount is reduced by the addition of a transverse momentum cut. At most, shadowing
effects are expected to lower the RAA from 1 to 0.7. Recent Color Glass Condensate (CGC) calculations
for LHC energies may indicate a larger initial state suppression (RAA ≈ 0.5) [25]. However, any J/ψ
suppression due to initial state effects, CGC or shadowing, will be stronger at lower pt contrary to the

3We report here σppJ/ψ (pt ≥ 3GeV/c, 2.5 < y ≤ 3.25) = 0.34± 0.03(stat.)± 0.03(syst.)± 0.02(lumi.) µb and σppJ/ψ (pt ≥
3GeV/c, 3.25 < y< 4) = 0.50±0.04(stat.)±0.04(syst.)±0.02(lumi.) µb that can not directly be extracted from [12].

ALICE measure forward rapidity J/ψ suppression
RAA =  PbPb rate / pp rate scaled to same √sNN  and 

CMS:

See talk of Ionut Arsene
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Figure 5: Production cross section ratios for the different pairings of the U(nS)states: top left:
2S/1S; top right: 3S/1S. The low-pT data from the CMS 2010 analysis using 36 pb�1 [6] is
included to emphasize the change in the rate of rise at high pT, as described in the text.

17

for |yΥ | < 2.25 with n=2,3. Such observables are sen-
sitive to the magnitude and kinematic dependencies of
feed-down contributions between the three Υ states. Re-
sults of the differential cross-section ratio measurements
are presented in Figs. 18 and 19.
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FIG. 18: Ratios of differential Υ (2S)/Υ (1S) and Υ (3S)/Υ (1S)
cross sections multiplied by the di-muon branching fractions
as a function of di-muon rapidity. Points with error bars in-
dicate results of the measurements with statistical uncertain-
ties while shaded areas correspond to total uncertainties on
each point, including systematic effects, but excluding spin-
alignment effects.

These measurements are made under the assumption
of unpolarized Υ (nS) mesons, and take into account sta-
tistical correlations between the fitted numbers of Υ (1S),
Υ (2S) and Υ (3S) mesons. Systematic uncertainties are
estimated by varying acceptance, efficiency, and fit model
assumptions coherently in the numerator and denomina-
tor when calculating the ratios, thereby partially cancel-
ing uncertainties in the ratio. Luminosity uncertainties
cancel entirely.
The measured Υ (nS)/Υ (1S) ratios are relatively con-

stant in the 0 < pT < 5GeV interval at ∼ 20% and
∼ 7% respectively for the Υ (2S) and Υ (3S). At higher
pT a significant and steady rise in the relative produc-
tion rates of higher Υ states is apparent, in agreement
with measurements by CMS [6]. However, at the larger
pΥT values (above pΥT of 30–40GeV) accessible for the first
time with these measurements, evidence of a saturation
in this rise is apparent, suggesting that we are probing a
regime where direct production dominates over contribu-
tions from the decays of excited states. In contrast, the
rapidity dependence of these production ratios is quite
flat across the full |y| < 2.25 rapidity interval.
Higher-order color-singlet calculations are not cur-
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FIG. 19: Ratios of differential Υ (2S)/Υ (1S) and Υ (3S)/Υ (1S)
cross sections multiplied by the di-muon branching fractions
versus Υ pT in the (top) central and (bottom) forward ra-
pidity regions. Points with error bars indicate results of the
measurements with statistical uncertainties while shaded ar-
eas correspond to total uncertainties on each point, including
systematic effects, but excluding spin-alignment effects.

rently able to predict the evolution of these production
ratios in pΥT due to the significant feed-down contribu-
tions. At leading order in the quark velocity in the per-
turbative expansion, the production ratio of the direct
contributions is proportional to the ratio of the squares
of the magnitudes of the wavefunction at the origin (or
the partial decay widths), multiplied by the branching
fractions to di-muons for each of the states in question.
The predicted ratios then are 36% for Υ (2S)/Υ (1S) and

•Measure ratio of Υ production rates

•Cancellation of uncertainties in ratio

•Good agreement between experiments

• LHCb measures in different y range

Υ(nS) Production 
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Figure 3 shows, for the rapidity range 0.0–0.6, one-
dimensional profiles (68.3%, 95.5%, and 99.7% CL inter-
vals) of the PPDs of the parameters !# , !’, and !#’, for the
!ð1SÞ, !ð2SÞ, and !ð3SÞ states, in the HX frame. Similar
values are obtained in the 0.6–1.2 rapidity range (see the
Supplemental Material [25]). Figure 4 displays the corre-
sponding results for the frame-invariant parameter ~!,
including also the CS and PX values. The results obtained
in the three frames are in good agreement, as required in the

absence of unaccounted for systematic effects. Complete
tables of results for!# ,!’,!#’, and ~!, for the three! states
and in the three frames considered in this analysis, are
available in the Supplemental Material [25].
All the polarization parameters are compatible with zero

or small values in the three polarization frames, excluding
that a significant polarization could remain undetected
because of smearing effects induced by unfortunate frame
choices. The indication that the !ðnSÞ resonances are
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Υ(nS) Polarisation 
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parallel. Because of angular momentum conservation, the
produced quarkonium has, thus, angular momentum com-
ponent Jz = ±1 along the direction of the colliding lep-
tons. This precise QED prediction (the relative amplitude
for the Jz = 0 component is of order me/Ee ! 3 × 10−4

for J/ψ production and smaller for Υ production) is com-
monly used as a base assumption in quarkonium measure-
ments in electron-positron annihilations (as, for example, in
the recent analysis of [17]). The fact that the dilepton system
coupled to a photon is a pure Jz = ±1 state is also an es-
sential ingredient in the determination of the expression for
the dilepton-decay angular distributions of vector quarkonia
(see Sect. 3).

The same reasoning can be applied to the production
of Drell–Yan lepton pairs in quark-antiquark annihilation
(Fig. 1(b)): the quark and antiquark, in the limit of vanish-
ing masses, must annihilate with opposite helicities, result-
ing in a dilepton state having Jz = ±1 along the direction
of their relative velocity. The experimental verification of
this basic mechanism has reached an impressive level of
accuracy [14]. Quark helicity is conserved also in QCD,
when the masses can be neglected. Similarly to the Drell–
Yan case, quarkonia originating from quark-antiquark anni-
hilation (into intermediate gluons) will thus tend, provided
they are produced alone, to have their angular momentum
vectors “aligned” (Jz = ±1) along the beam direction. This
prediction is in good agreement with the χc1, χc2 and ψ ′ po-
larizations measured in low-energy proton-antiproton colli-
sions [18–20].

At very high pT, quarkonium production at hadron col-
liders should mainly proceed by gluon fragmentation [21].
In NRQCD, heavy-quark velocity scaling rules for the non-
perturbative matrix elements, combined with the αS and
1/pT power counting rules for the parton cross sections, pre-
dict that J/ψ and ψ ′ production at high pT is dominated
by gluon fragmentation into the colour-octet state cc̄[3S

(8)
1 ]

(Fig. 1(c)). Transitions of the gluon to other allowed colour
and angular momentum configurations, containing the cc̄

in either a colour-singlet or a colour-octet state, with spin
S = 0,1 and angular momentum L = 0,1,2, . . . , as well
as additional gluons (cc̄[1S

(8)
0 ]g, cc̄[3P

(8)
J ]g, cc̄[3S

(1)
1 ]gg,

etc.), are more and more suppressed with increasing pT. Up
to small corrections, the fragmenting gluon is believed to be
on shell and have, therefore, helicity ±1. This property is
inherited by the cc̄[3S

(8)
1 ] state and remains intact during

the non-perturbative transition to the colour-neutral phys-
ical state, via soft-gluon emission. In this model, the ob-
served charmonium has, thus, angular momentum compo-
nent Jz = ±1, this time not along the direction of the beam,
but along its own flight direction.

“Unpolarized” quarkonium has the same probability,
1/(2J + 1), to be found in each of the angular momentum
eigenstates, Jz = −J,−J + 1, . . . ,+J . This is the case,

for example, in the colour evaporation model [22, 23]. In
this framework, similarly to NRQCD, the QQ̄ pair is pro-
duced at short distances in any colour and angular momen-
tum configuration. However, contrary to NRQCD, no hierar-
chy constraints are imposed on these configurations, so that
the cross section turns out to be dominated by QQ̄ pairs
with vanishing angular momentum (1S0), in either colour-
singlet or colour-octet states. In their long distance evolution
through soft gluon emissions, J = 0 states get their colour
randomized, assuming the correct quantum numbers of the
physical quarkonium. As a result, the final angular momen-
tum vector J has no preferred alignment.

In two-body decays (such as the 3S1 → %+%− case con-
sidered in this paper), the geometrical shape of the angu-
lar distribution of the two decay products (emitted back-to-
back in the quarkonium rest frame) reflects the polarization
of the quarkonium state. A spherically symmetric distribu-
tion would mean that the quarkonium would be, on average,
unpolarized. Anisotropic distributions signal polarized pro-
duction.

The measurement of the distribution requires the choice
of a coordinate system, with respect to which the momen-
tum of one of the two decay products is expressed in spheri-
cal coordinates. In inclusive quarkonium measurements, the
axes of the coordinate system are fixed with respect to the
physical reference provided by the directions of the two col-
liding beams as seen from the quarkonium rest frame. Fig-
ure 2 illustrates the definitions of the polar angle ϑ , deter-
mined by the direction of one of the two decay products (e.g.
the positive lepton) with respect to the chosen polar axis, and
of the azimuthal angle ϕ, measured with respect to the plane
containing the momenta of the colliding beams (“production
plane”). The actual definition of the decay reference frame
with respect to the beam directions is not unique. Measure-
ments of the quarkonium decay distributions have used three
different conventions for the orientation of the polar axis
(see Fig. 3): the direction of the momentum of one of the two

Fig. 2 The coordinate system for the measurement of a two-body de-
cay angular distribution in the quarkonium rest frame. The y axis is per-
pendicular to the plane containing the momenta of the colliding beams.
The polarization axis z is chosen according to one of the possible con-
ventions described in Fig. 3
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The existing measurements of J=c polarization in had-
ronic collisions represent one of the most difficult chal-
lenges currently faced by models of quarkonium
production (see, for example, Refs. [1,2] and references
therein). The often emphasized disagreement between ex-
periment and theory is, however, only one aspect of the
problem. The experimental knowledge itself looks contra-
dictory when different polarization measurements are
compared, in terms of ‘‘sign,’’ magnitude, and kinematic
dependence, as illustrated in Fig. 1, which shows the data
reported by CDF [2], HERA-B [3], and E866 [4].

Besides the obvious interest of understanding the
mechanisms of quarkonium polarization, having a clear
(data driven) description of the polarization measurements
is also important to evaluate detector specific corrections
needed to extract physics results from the data. Production
cross sections, for instance, might significantly depend on
the polarization scenario used in the calculation of accep-
tance corrections. The polarization measurements are un-
deniably complex and involve difficult experimental
problems. There is, however, an additional cause for the
blurred picture emerging from the comparison of the ex-
isting measurements: different experiments have often
chosen different polarization frames to perform their
analyses. The influence of such choices on the measured
angular distribution of the decay leptons is generally
underestimated. In fact, different analyses of the same
two-body angular decay distribution may give qualitatively
and quantitatively different results depending on the defi-
nition of the polarization frame.

Several polarization frame definitions have been used in
the past. In the helicity frame, the polar axis coincides with
the flight direction of the J=c in the center-of-mass frame
of the colliding hadrons. A very different approach is
implicit in the definition of the Collins-Soper [5] frame,
where the polar axis reflects, on average, the direction of

the relative velocity of the colliding partons, the approxi-
mation being especially good if we can neglect the smear-
ing effect due to the parton intrinsic transverse momentum.
We denote by # the angle between the direction of the
positive lepton and the chosen polar axis, and by ’ the
azimuthal angle, measured with respect to the plane
formed by the momenta of the colliding hadrons in the
J=c rest frame (the ‘‘production plane’’). The angular
decay distribution, symmetric with respect to the produc-
tion plane and invariant under parity transformation [5,6],
is usually defined as

dN

dðcos#Þd’ / 1þ !#cos
2# þ !#’ sin2# cos’

þ !’sin
2# cos2’: (1)

If the J=c is observed in a given kinematic configuration,
any two polarization frames differ only by a rotation
around the axis perpendicular to the production plane
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Several different polarisation frames can be defined:

•Centre-of-mass helicity frame HX: 
z axis in direction of meson

•Collins-Soper frame: CS
z axis in direction of relative velocity of incoming partons

• Perpendicular helicity frame: PX
z axis ⊥ to Collins-Soper frame z axis

λ are the polarisation parameters in a given frame

Eur. Phys. J. C (2010) 69: 657–673 663

Fig. 5 Graphical representation of the dilepton decay distribution of
“transversely” (a) and “longitudinally” (b) polarized quarkonium in
the natural frame and in frames rotated by 90◦ (c–d). The probability
of the lepton emission in one direction is represented by the distance
of the corresponding surface point from the origin

might lead to a fortuitous cancellation of all decay para-
meters, such an exceptional case would signal a non-trivial
physical polarization scenario, caused by spin randomiza-
tion effects, or (semi-)exclusive configurations in which the
observed state is produced together with certain final state
objects. In other words, polarization is an essential property
of the quarkonium states. This remark is particularly rele-
vant when we consider that all existing Monte Carlo gen-
erators use an isotropic dilepton distribution as the default
option for quarkonium production in hadronic collisions, a
non-trivial assumption with a strong influence on the accep-
tance estimates and, therefore, on both normalizations and
kinematic dependencies of the measured quarkonium cross
sections.

In this paper we only consider inclusive production.
Therefore, the only possible experimental definition of the
xz plane coincides with the production plane, containing the
directions of the colliding particles and of the decaying par-
ticle itself. The last two terms in (8) introduce an asymme-
try of the distribution by reflection with respect to the pro-
duction plane, an asymmetry which is not forbidden in in-
dividual (parity-conserving) events. In hadronic collisions,
due to the intrinsic parton transverse momenta, for example,
the “natural” polarization plane does not coincide event-by-
event with the experimental production plane. However, the
symmetry by reflection must be a property of the observed
event distribution when only parity-conserving processes

contribute. Indeed, the terms in sin2 ϑ sin 2ϕ and sin 2ϑ sinϕ

are unobservable, because they vanish on average.
In the presence of n contributing production processes

with weights f (i), the most general observable distribution
can be written as

W(cosϑ,ϕ) =
n∑

i=1

f (i)W(i)(cosϑ,ϕ)

∝ 1
(3 + λϑ )

(
1 + λϑ cos2 ϑ

+ λϕ sin2 ϑ cos 2ϕ + λϑϕ sin 2ϑ cosϕ
)
, (10)

where W(i)(cosϑ,ϕ) is the “elementary” decay distribution
corresponding to a single subprocess (given by (8) and (9),
adding the index (i) to the decay parameters) and each of the
three observable shape parameters, X = λϑ , λϕ and λϑϕ , is
a weighted average of the corresponding parameters, X(i),
characterizing the single subprocesses,

X =
n∑

i=1

f (i)N (i)

3 + λ
(i)
ϑ

X(i)

/ n∑

i=1

f (i)N (i)

3 + λ
(i)
ϑ

. (11)

We conclude this section with the derivation of formulae
which can be used for the determination of the parameters
of the observed angular distribution, as an alternative to a
multi-parameter fit to the function in (10). The integration
over either ϕ or cosϑ leads to one-dimensional angular dis-
tributions,

W(cosϑ) ∝ 1
3 + λϑ

(
1 + λϑ cos2 ϑ

)
, (12)

W(ϕ) ∝ 1 + 2λϕ

3 + λϑ
cos 2ϕ, (13)

from which λϑ and λϕ can be determined in two separate
steps, possibly improving the stability of the fit procedures
in low-statistics analyses. The “diagonal” term, λϑϕ , van-
ishes in both integrations but can be extracted, for example,
by defining the variable ϕ̃ as

ϕ̃ =
{

ϕ − 3
4π for cosϑ < 0,

ϕ − π
4 for cosϑ > 0

(14)

(adding or subtracting 2π when ϕ̃ does not fall into one con-
tinuous range, e.g. [0,2π]) and measuring the distribution

W(ϕ̃) ∝ 1 +
√

2λϑϕ

3 + λϑ
cos ϕ̃. (15)

Each of the three parameters can also be expressed in terms
of an asymmetry between the populations of two angular
topologies (which are equiprobable only in the unpolarized
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Figure 5: Comparison of LHCb and ALICE results for �
✓

in di↵erent p
T

bins integrating over
the rapidity range 2.5 < y < 4.0 in (left) the helicity frame and (right) the Collins-Soper frame.
Error bars represent the statistical and systematic uncertainties added in quadrature.

calculations in Refs. [39], [40] and [41] use di↵erent schemes to evaluate the non-perturbative
matrix elements. Our results are not in agreement with the CSM predictions and the best
agreement is found between the measured values and the NRQCD predictions of Ref. [41].
It should be noted that our analysis includes a contribution from feed-down, while the
theoretical computations from CSM and NRQCD [39] do not include feed-down from
excited states. However, the LO NRQCD calculations have shown that feed-down e↵ects
on the polarization are expected to be small [20]. The NLO NRQCD calculations [40, 41]
include the feed-down from �

c

and  (2S) mesons.

7 Update of the J/ cross-section measurement

The J/ cross-section in pp collisions at
p
s = 7 TeV was previously measured by LHCb

in 14 bins of p
T

and five bins of y of the J/ meson [2]. The uncertainty on the prompt
cross-section measurement is dominated by the unknown J/ polarization, resulting in
uncertainties of up to 20%:

�

prompt

(2 < y < 4.5, p
T

< 14GeV/c) = 10.52± 0.04± 1.40 +1.64

�2.20

µb

where the first uncertainty is statistical, the second is systematic and the third one is due
to the unknown polarization.

The previous measurement of the prompt J/ cross-section can be updated in the
range of the polarization analysis, 2 < p

T

< 14 GeV/c and 2.0 < y < 4.5, by applying the
measured polarization and its uncertainty to the e�ciency calculation in the cross-section
measurement. To re-evaluate the J/ production cross-section, the same data sample,
trigger and selection requirements as in Ref. [2] are used. Technically the polarization
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• Prompt J/ψ polarisation measured in HX & CS frames

• Reasonable agreement between experiments

• Small polarisation observed for λθ
• Polarisation consistent with zero for λθφ and λφ
•CS cannot describe pT dependence

•NRQCD (CO) predicts zero polarisation - closest to data
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Figure 6: Comparison of LHCb prompt J/ polarization measurements of �
✓

with direct NLO
color singlet (magenta diagonal lines [39]) and three di↵erent NLO NRQCD (blue diagonal lines
(1) [39], red vertical lines (2) [40] and green hatched (3) [41]) predictions as a function of the p

T

of the J/ meson in the rapidity range 2.5 < y < 4.0 in the helicity frame.

correction is done by reweighting the muon angular distribution of a simulated sample
of unpolarized J/ ! µ

+

µ

� events to reproduce the expected distribution, according to
Eq. (1), for polarized J/ mesons. The polarization parameters �

✓

, �
✓�

and �
�

are set to
the measured values, quoted in Table 2 for each bin of p

T

and y of the J/ meson.
In addition to the polarization update, the uncertainties on the luminosity determi-

nation and on the track reconstruction e�ciency are updated to take into account the
improvements described in Refs. [42,43]. For the tracking e�ciency it is possible to reduce
the systematic uncertainty to 3%, compared to an 8% uncertainty assigned in the original
measurement [2]. Taking advantage of the improvements described in [42] the uncertainty
due to the luminosity measurement has been reduced from the 10%, quoted in [2] to the
3.5%. The results obtained for the double-di↵erential cross-section are shown in Fig. 7 and
reported in Table 4. The integrated cross-section in the kinematic range of the polarization
analysis, 2 < p

T

< 14 GeV/c and 2.0 < y < 4.5, is

�

prompt

(2 < y < 4.5, 2 < p

T

< 14GeV/c) = 4.88± 0.01± 0.27± 0.12 µb

and for the range p

T

< 14 GeV/c and 2.0 < y < 4.5, it is

�

prompt

(2 < y < 4.5, p
T

< 14GeV/c) = 9.46± 0.04± 0.53 +0.86

�1.10

µb.

For the two given cross-section measurements, the first uncertainty is statistical, the
second is systematic, while the third arises from the remaining uncertainty due to the

12
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Figure 5: Two-dimensional marginals of the PPD in the lj vs. lJ (left) and lJj vs. lj (right)
planes, for J/y with |y| < 0.6 and 18 < pT < 20 GeV. The 68.3% and 99.7% CL total uncer-
tainties are shown for the CS and PX frames. The shaded areas represent physically forbidden
regions of parameter space [12].

None of the three polarization frames shows large polarizations, excluding the possibility that
a significant polarization could remain undetected because of smearing effects induced by in-
appropriate frame choices [8]. While a small prompt J/y polarization can be interpreted as
reflecting a mixture of directly produced mesons with those produced in the decays of heavier
(P-wave) charmonium states, this explanation cannot apply to the y(2S) state, unaffected by
feed-down decays from heavier charmonia.

5 Summary

In summary, the polarizations of prompt J/y and y(2S) mesons produced in pp collisions atp
s = 7 TeV have been determined as a function of the y(nS) pT in two or three rapidity ranges

and in three different polarization frames, using both frame-dependent and frame-independent
parameters. The measurements extend well beyond the pT and y ranges probed by previous
experiments and show no evidence of large transverse or longitudinal polarizations in the ex-
plored kinematic regions. These results are in clear disagreement with existing next-to-leading-
order NRQCD calculations [24, 25] and provide a good basis for significant improvements in
the understanding of quarkonium production in high-energy hadron collisions.
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